Chapter 4: Robust parameter
estimation

Luc Jaulin,
ENSTA-Bretagne, Brest, France
http://www.ensta-bretagne.fr/jaulin/



Exercise. A robot measures its own distance to three
marks. The distances and the coordinates of the marks

are

mark Z; Y; dz'
1 [ 0] 0 [[22,23]
2 [10] 10 |[10,11]
3 30| —30][53,54]

1) Define the set X al all feasible positions.
2) Build the contractor associated with X.
2) Build the contractor associated with X.



Solution.

x= N (@) | @)+ @-wPeli.d]}

i€{1,2,3} X;




Al

n = U X

ie{1,2,3} i€{1,2,3}

U {(w,y) | (z— @)’ + (y —wi)’ € [_OO’ d'i_]
i€{1,2,3}

U{(az,y) | (:13—:137;)2-|—(y—yi)2 S [dj,oo”






1 Relaxed intersection



Dealing with outliers

C=(C1NC)U(CoNC3)U(C1NC3)



Consider m sets X1,...,X;, of R™. The g-relaxed

{q}
intersection ﬂ X; is the set of all x € R which belong

to all X;'s, except g at most.

We have

{a}
X € ﬂXiﬁ#{ﬂXEXi}zm—q






Exercise. Compute
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Solution. we have




Exercise. Consider 8 intervals: X; = [1,4], Xy =
[274]7X3 — [277]7X4 — [679]7X5 — [374]7X6 —
[3,7]. Compute

{0} {1} {2}

NX; =72 NX=?2 NX=7
{3} {4}

N X; 7, NXi=7,

{5} {6}

N X; 7, NX =7




Solution. For X; =[1,4], Xo = [2,4],X3 = [2,7],X4 =
[6,9], X5 = [3,4], X = [3,7], we have

{0} {1} {2}

X, =0 (X=1[34], X;=]3,4]
{3} {4}

NXi = [2,4u]6,7], X =[27],
{5} {6}

X, = [1,9 (X;=R



If X;'s are intervals, the relaxed intersection can be
computed with a complexity of m log m.

J



Computing the g relaxed intersection of m boxes is
tractable.



2 4 6 &8 10 12

The black box is the 2-intersection of 9 boxes



De Morgan's law




Relaxation of contractors

We define the g-relaxed intersection between m con-

tractors

{q} {a}
C = M Ci| eV[x]eIR",C([x])=()Ci([x]).

ie{l,....m}
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2 Probabilistic motivation
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Consider the error model

e =y —ib (pz
f(y,p)

y; is an inlier if e; € [e;] and an outlier otherwise. We

assume that
Vi, Pr(e; € [e]) ==

and that all e;'s are independent.



Equivalently,

f1(y,p) € [e1] with a probability 7

fm (¥, P) € [em] with a probability =



The probability of having more than g outliers is thus

—g—1

m
def m! _
0 ! !

Example. If m = 1000, ¢ = 900, 7 = 0.2, we get
v(q,m, ) = 7.04 X 10~10. Thus having more than
900 outliers can be seen as a rare event.



3 Robust bounded error estima-

tion



{q}
S = ﬂ {peR" | fi(p) € [uil}



We build the following contractors

Ci : fi(p) € [ul
Ci : fi(p) ¢ [wil
{q}

e

C

Ql
]
-
D
]
-
)

Then we call a paver with C and C.



4 Application to localization



A robot measures distances to three beacons.

beacon | z; | vy; | [d;]
1 1| 3 |[1,2]
2 31 [[23]
3 | —1|—-1][3,4]

The intervals [d;] contain the true distance with a prob-
ability of m = 0.9.



The feasible sets associated to each data is

P; = {P € R? | \/(p1 — )2 + (p2 — 4:)? — d; € [-0.5,0.5]
where dl — 1.5, d2 — 2.5, d3 = 3.b.




prob (p € P10}) = 0.729
prob (p € P} 0.972
prob (p € P12}) = 0.999



Probabilistic sets IP’{O}, IP’{l}, P12},



5 With real data



Robot equipped with a laser
rangefinder and a compass.



143 distances collected by the rangefinder +=10cm



For g = 16, m = 143, m = 0.95, the probability of
being wrong is

a=v(q,m,m) = 8.46 X 10~ 4.



8

P116} contains p* with a probability 1 — oz = 0.99915.



