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Résumé 
 

Dans le cadre de mes études en robotique à l’ENSTA Bretagne, j’ai eu l’opportunité de partir en Finlande à 

Tampere University afin d’y réaliser un stage d’assistant ingénieur d’une durée de 3 mois. J’ai travaillé sur un 

projet académique et international : aColor. L’objectif du projet est la réalisation d’un système autonome 

alliant 3 sous-systèmes évoluant en milieu terrestre, aérien et sous-marin. Les applications sont multiples, 

réalisation de mapping 3D d’environnement inconnu, mission de sauvetage, inspections d’installations sous-

marines pour de l’entretien. Ma mission au sein du projet est l’implémentation d’une architecture ROS 

permettant l’automatisation du robot sous-marin BlueROV2. Ce stage fut l’occasion de valider mon quitus 

nécessaire à l’obtention de mon diplôme d’ingénieur mais également une opportunité de mettre en 

application mes connaissances en robotique. J’ai pu par ailleurs améliorer mes compétences en anglais, aussi 

bien dans un cadre professionnel que quotidien.  Le projet aColor est un projet académique ne disposant pas 

de moyens financiers très important, il était donc essentiel de faire preuve d’ingéniosité pour trouver des 

solutions innovantes à moindre coût. De plus, la communication est essentielle pour mener à bien le projet. 

Elle permet la coordination au sein de l’équipe mais est aussi un moyen de partage d’idées et de 

connaissances. 
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Abstract 
 

 

Thanks to my studies in robotics at ENSTA Bretagne I was able to do a 3-month internship as engineer 

assistant at Tampere University in Finland. I worked on the aColor project. The goal of this project is to craft 

an autonomous system composed of 3 sub-systems: a boat, a drone and a submarine. The system will then 

be used for 3D-mapping, search and rescue missions and underwater inspections. The field of applications is 

wide. My mission was the implementation of a ROS-architecture in the BlueRov2, which enable its 

automation. During my internship, I improved my tongue skills (written and spoken), I also applied my 

robotics knowledge to a practical case. The teamwork was essential to make progress, by sharing ideas 

during brainstorming sessions and solving problems together. Moreover, being able to work in autonomy 

has been beneficial. 
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Acronyms 
 

ROV : Remotely Operated underwater Vehicles 

AUV : Autonomous Underwater Vehicles 

ROS : Robot Operating System 

aColor : Autonomous and Collaborative Offshore Robotics 

IMU : Inertial Measurement Units 

DVL : Doppler Velocity Log 

GPS : Global Positioning System 

USBL : Ultra-short baseline 

ESC : Electronic Speed Control 

DOF : Degree Of Freedom 
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I. Presentation and goals of the internship 
 

1. Tampere University 
 

 

 

Tampere University is Finland's second-largest university in engineering sciences. It is in Hervanta, a suburb 

of Tampere. There are 5 faculties in Biomedical Sciences, Business, Electrical Engineering, Natural Sciences 

and Engineering Sciences. Each Faculty is composed of several department. 

During my internship, I was working in Konetalo from the department of Mechanical Engineering and 

Industrial Systems. A lot of tools are available to work in good conditions, a big library, 3D printers, IT places, 

laboratories… The University is also open to the world and numerous internationals projects as been started, 

as aColor project.  

 

2. aColor Project 
 

Autonomous robotic systems may be the future of many industries. They are safe, fast and do not require 

any human interaction. One of its application field is offshore inspections, which is currently labour 

intensive. 

 

The project “Autonomous and Collaborative Offshore Robotics” has started in January 2018 and will last for 

3 years. It is a collaboration between Tampere University of Technology (TUT), Tampere University of 

Applied Science (TAMK) and Alamarin-Jet Oy, a Finnish water jet manufacturer. The project is founding by 

the European Union. The objective of the project is to develop autonomous and collaborative capabilities 

between three subsystems: Unmanned Surface Vessel (USV), Unmanned Aerial Vehicle (UAV) and 

Autonomous Underwater Vehicle (AUV). The system would then be able to complete missions such as 

underwater surveys (mapping/inspections), recovering and launching fixed wing UAV from moving surface 

vessel and search and rescue (SAR) operations. 

 

Figure 1 : Aerial view of the university 
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Figure 2 : aColor subsystems 

 

 

The first year of the project was dedicated to the development of the vessel, it is now fully autonomous and 

able to follow waypoints. The vessel is used as a launch and recovery platform for the UAV and the AUV. 

Yet it remains an academic project managed by a small crew, so a key point of this project it to be ingenious 

in order to cut prices.  

 

3. The team 
 

Prof. Kari T. Koskinen, TUT 

Dr. Jussi Aaltonen, TUT 

Prof. Moncef Gabbouj, TUT 

Prof. Mikko Valkama, TUT 

Doctoral Student Jose Villa Escusol, TUT 

Research Assistant Samuli Niemi, TUT 

Master Student Aleksi Kuusisto, TUT 

Master Student Gauthier Bussy, CESI Pau 

Master Student Cyril Cotsaftis, ENSTA Bretagne 

Master Student Nathan Fourniol, ENSTA Bretagne 

Master Student Arnaud Salles-Thomas, CESI Pau 
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Jussi is the manager of the project, he decided and approve our suggestions for the project. He also gave us 

some valuable advice on how to get further when we encounter an issue. 

Jose works on the automation of the boat. He has been our tutor for the internship and was always there to 

answer our questions or to help us in any way. 

Samuli works on the drone. 

Gauthier designed a launch and recovery structure for the BlueROV2. 

Arnaud designed a new 3D-structure for the BlueROV2 at aim to install more equipment such as sensors and 

cameras. The point here is to get a nice view around the robot for mapping applications. 

Nathan and I worked on the ROS implementation for the BlueROV2. 

 

4. The internship 
 

The activity at Tampere University slows down during summer due to vacation, so taking interns for the 

summer was a way to help with that. For me it was the occasion to study abroad, to improve my tongue 

skills, to travel but also to apply my theoretical knowledge on a practical project. 

For my internship, I have been assigned to work on the underwater vehicle. The team bought a Remotely 

Operated Vehicle (ROV) from BlueRobotics called BlueROV2. The final goal is to make it autonomous as the 

other subsystems. For that, Jose asked to implement a ROS architecture in the robot in order to command it, 

without being too specific on what was needed. 

When we arrived, the robot was brand-new and so nothing was implemented yet. It only had a manual 

mode, that allows to pilot the robot with a joystick and to make sure the installation was done properly and 

that it works fine. 

The first week of the internship was dedicated to research and documentation. Our initial goal was to 

understand how the robot works, find a way to simulate it and then think about a ROS structure. 

We also did the topside computer setup, installing ubuntu, ROS, and libraries. 

 

5. Tools used to work 
 

In order to work in good conditions and to make fast progress we decided to use some useful tools. 

We made a Github to share codes easily, as well as a gitbook. The gitbook is a user guide that explain how 

the robot work and detailed the work that we have done during this summer internship. That way, it will be 

easier for the following workers to keep up. 

Moreover, we had weekly meetings with the team to share progress and discuss new goals and ideas. 

When working on project, communication is key to get things done. Being aware on what others are doing 

and how, is helpful for the advancement of my own tasks. 
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II. About the BlueROV2 
 

“The BlueROV2 is the most capable, flexible, and affordable ROV on the market. The 6-thruster 

vectored configuration, coupled with strong static stability, provides a vehicle that is smooth and 

stable, yet highly maneuverable. The BlueROV2 provides the capabilities of a high-end mini-

ROV at the price of the most basic commercial ROVs.”   

 

1. Physical architecture 

The BlueRov2 is a small Remotely Operated Vehicle (ROV) made and sold by the company Bluerobotics. The 
BlueRov2 is equipped with several sensors and actuators: 

• 6 Thrusters T200 
• 6 Basic Esc 
• 1 Bar30 pressure sensor  
• 2 Leak sensors 
• 4 Lumen Subsea Lights 
• 1 Raspberry Pi 3B, used as a companion computer 
• 1 camera 
• 1 servo for the camera tilt 
• 1 PixHawk (Px4-v2) with internal 9 DOF IMU 
• 2 Adafruit LSM9DS1 9DOF 
• 1 Fathom ROV tether 

 

Figure 3 : 2D Drawings 

The small size of the BlueROV2 and its high manoeuvrability is perfect to achieve exploration missions in tiny 
places. Also, its wide variety of sensors make the automation easier. 
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2. Connection 

According to the ArduSub documentation, the BlueRov2 requires a tether to be linked to a topside 
computer. Figure 3 shows a diagram of how it is connected to a topside controller with the ROS 
implementation. 

QGroundControl can be used to set up various parameters and to pilot manually the robot while having the 
view of the camera. 

ROS is used to compute command laws from sensors data. These commands are PWM values for the motors 
inside the BlueROV2. 

 

Figure 3 : Connection model 

 

On the left side, we see the structure of the BlueRov2. It has sensors and a companion computer (Raspberry 

PI). The companion computer is an intermediate between BlueRov2 sensors and ROS. Command values from 

ROS are sent via MAVlink to the raspberry, and then to the Pixhawk. The Pixhawk is connected to ESC that 

controls motors. 
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III. What have been done 

1. ROS Architecture 
 

The control of the BlueROV2 works has following: 

 

• Sensors on the robot collect valuable data of its surrounding and gives us a direct or indirect 

knowing of its physical state. 

• These data are then sent and processed in the controller that will output a command for the 

actuators. The command evolves with time according to the desired state and the current 

one. 

• The generated command is then sent to the commander. It enables a joystick mode or an 

automatic mode. 

• The commander sent the command to the actuators. 

 

 
Figure 4 : ROS package structure 

 

The launch file makes it easy to start a mission or to do tests. 
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i. Controllers and Commander 

 

 

 

 
Figure 5 : Final ROS-graph 

 

This graph appears to be confusing because of its complexity, however the structure itself really isn’t. Let’s 

use an early stage of the implementation as an example to explain how it works: 
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Figure 6 : ROS-graph early stage 

 

We set desired values (manually and later with a GUI) and publish them on Settings topic. Controllers nodes 

are subscribed to Settings and to sensors topics (not represented on this example, BlueRov2 topics). The 

command value is then published on Command topic. The commander node is the only link between 

Command topic and BlueRov2 topic. 

 

 

The core of ROS structure is the controller’s nodes. There are 3 of them for depth, heading and velocity. The 

first step is to estimate those values. 

 

For the depth, we used a pressure value and thanks to hydrostatics equations we can indirectly measure 

depth. 

The heading can be estimated with an IMU. 

Having a velocity measurement is far more complicated without highly expensive sensors. All we had for that 

was IMU’s.  

 

The second step is to compute a command law. It is explained in the section bellow. 

 

The idea behind the commander, was to have a “filter” between all controllers and the robot. The 

commander is used to coordinate everything, even the pilot mode desired (joystick mode or autonomous 

mode). 

There are two modes in commander: the MANUAL mode where the gamepad controls the ROV and the 

AUTOMATIC mode where depth, heading and velocity PWM computed by the controllers drive the ROV if 

there are enabled to be published. 

 

 

ii. ROS-MAVlink bridge 

 

The ROS-MAVlink bridge is a datalink between the offboard (ROS, on our computer) and the companion 

computer (the robot, so embedded computer) 

 

 

iii. IMU server 

 

In order to command the robot, we decided to add 2 more IMU, with high rate of acquisition. Since this rate 

is higher than maximal rate on ROS, additional IMUs data are sent from a server on the robot to a client on 

the offboard. There is finally a topic on ROS to get the value back and process it. 
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2. Command laws 
 

The controllers implemented for heading, depth and velocity are PD or PID. It depends on the sensors data 

that are available. We didn’t have the state equations of the robot, so we chose to work with a model-free 

control. 

 

i. Heading 

 

In order to control the heading, we first had to estimate the yaw. The estimation is given from angular speed 

of the IMU from which we compute the orientation quaternion that allow us to estimate the yaw. 

Since we know the yaw and its derivative, we can implement a proportional-derivative controller. 

 

We give a desired yaw and the controller returns a PWM command for the motors. The closer we get to the 

desired position, the smaller the PWM value become. Moreover, this PWM command goes through a 

saturation function to limit thruster power. 

To deal with the 2 PI modulo for angles, the difference between yaw desired and current yaw goes through a 

function sawtooth. 

 

The parameters of the controller have been chosen experimentally. 

 

u =  𝐊𝐏 ∗ sawtooth(yaw − heading_desired)  +  𝐊𝐃 ∗ yawspeed 

 
Figure 7 : Evolution of heading through time 

On this example, the BlueRov2 did a square, so four 90° command in a row. The response time is quite low 

around 1s and it converges fast to the desired heading while being stable. 
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ii. Depth 

 

We got the depth from the pressure measurement of the Bar30 sensor. As the pressure is linked to the 

depth in hydrostatic equation. 

𝑑𝑒𝑝𝑡ℎ =  
−(𝑝 − 𝑝0)

𝜌 ∗ 𝑔
 

 

depth : current depth  in meters 

p : pressure measured in Pa 

p0 : surface pressure (99 000 Pa) 

ρ : water density (1000 kg/m³) 

g : gravitational acceleration (9.81 kg/m²) 

 

For the depth, we chose a PID controller. The command value is also filtered by the saturation function. 

 

 

u =  KI ∗ I_depth +  KP ∗ (depth_desired − depth)  −  KD ∗ D_depth 
 

where I_depth is the integral of depth and D_depth its derivative. 

 

 

 
Figure 8 : Evolution of depth through time 
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Here the BlueRov2 was 30cm deep underwater, we asked to go at 10cm. The response is fast, and the depth 

is stable around 15cm which is 5cm lower that expected. The reason for that may be the weight of the robot. 

Indeed, as it come closer to the desired depth, the command value decrease to the point were the motors 

are not running anymore and its weight make it sinks. When it sinks, it goes away from the desired position, 

so the command value increase. This pattern repeats itself. 

To avoid that, we could have added a constant in the code that compensate this effect. 

 

iii. Velocity 

 

The velocity node is implemented in the ROS structure, but it only published a constant PWM. We originally 

wanted to implement a PD controller as we have acceleration data from IMU. However, the velocity 

estimate from integration is not a viable option. It is explained why in the following section. 

 

3. IMU and velocity estimation 
 

i. About IMUs 

 

IMU stands for Inertial measurement unit, they are common sensors for robotics application and of course 

used on the BlueROV2. 

The BlueROV2 has 2 kinds of IMU: 

• 1 PixHawk IMU for heading estimation 

• 2 Adafruit LSM9DS1 IMUs for velocity estimation 

The IMUs used have 9 DOF: 3 angular velocities, 3 linear accelerations, 1 magnetometer. 

 

ii. Why 2 additional IMUs 

 

We used 2 IMUs in order to take the mean value, and therefore gain in accuracy. It is also possible to use 

least squares approximation. Also, the sample rate of the Adafruit ones is much faster than the PixHawk. 

 

iii. Raw IMU data computation 

 

Data from relatively cheap IMU are very noisy. The predominant error and noise sources are:  

• constant bias error: average output of the device over a specified time, there are 2 parts one 

deterministic part called bias offset and a random part. The bias offset can be determined by 

calibration. The random part is a stochastic process and refers to the rate at which the error in an 

inertial sensor accumulates with time. 

• bias instability: random variation in the bias computed over a finite sample of time 

• angle random walk (gyros): white noise 

• velocity random walk (accelerometer): white noise 

 

To improve the quality of raw data we implemented an exponential filter (low-pass filter to cut white noise) 

and we did the calibration of the IMUs to remove the bias offset. However, we could not get rid of the 

random bias, which cause a drift after integration. 
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A solution to solve the issue would be to fuse IMU acceleration data with another measurement of velocity 

from another sensor (DVL, GPS...) in a Kalman filter. The IMU give a good short time estimation that needs to 

be corrected after a while with low frequency sensors, as GPS. 

 

 
Figure 9 : Acceleration and velocity on x-axis 

 

 

Those graphs were made based on data from the robot on a rolling table, we pushed the table forward, 

waited 10s and then backward to the initial position. 

The filter is quite efficient at removing noises however a drift a still observable after 30s. Therefore, it is not 

viable to estimate the velocity from acceleration integration only. 
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4. Graphical User Interface (GUI) 
 

 

The GUI as many features: 

 

• Check the status of the robot in real time. 

• Set the controllers parameters easily and without touching the code. 

• Record data from ROS topic using rosbag. 

• A controller overviews. 

 

 

 

 
Figure 10 : Graphical aspect 
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i. Status 

 

 

 
Figure 11 : Status 

 

 

ARM/DISARM: 

Show the arm status of the BlueRov2 

 

 

Control:  

• MANUAL: ROV controlled by gamepad  

• AUTOMATIC: ROV controlled by the depth/heading/velocity controllers   

 

 

enable AUTOMATIC control: 

Allow to enable AUTOMATIC mode without a gamepad 

 

 

Battery Level: 

Display battery level in volt 

 

 

Light level: 

light level of the lights in %, 0: turned off, 100%: highest brightness 

 

 

Camera: 

Camera angle: between -45 to 45 deg 
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ii. Set parameters 

 

 

 
Figure 12 : Set parameters 

Set target: 

• Depth: in m, 1m = 1m depth 

• Heading: in deg, 0 is North 

• Velocity: in m/s (the controller is not working) 

• SEND: publish on /Settings/set_target 

 

PWM MAX: 

Set the PWM maximal for all controllers. Uses in saturation method in controllers.  

 

PID parameters: 

To tune PID for each controller. 

KI, KP, KD = integral, proportional, derivative coefficients 

 

 

iii. Record data 

 
Figure 13 : Record data 

This area allows to record data by launching a rosbag record command.  
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iv. Controller overview 

 

 
Figure 14 : Controller overview 

It's an overview of the controllers with a preview of the controller’s output in the column PWM_sent. The 

checkbox can be checked to enable the controller to drive the ROV if the AUTOMATIC mode otherwise it will 

not work until the AUTOMATIC mode is on. 
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5. Simulation and tests 
 

While we implemented new functionalities, we had to test them to make sure it was working properly. 

We had two ways of doing that, by simulation and by several real tests. 

 

i. Simulation 

 

We used SITL, simulation in the loop. It shows the robot on a 2D map and include a physical model of water 

(drag forces, current …) 

We also had a 3D model with Gazebo, however it wasn’t working properly so it wasn’t that useful. 

 

ii. Tests 

 

For real tests, we had a tank of water (1.5 cubic meters). It was enough to check the heading and the depth 

controllers. 

We did tests in real conditions, so in lakes. The mission to test our controllers was to do a square at constant 

depth. 

 

 
 

Figure 15 : Set up for lake test and BlueRov2 in water 

 

We also did tests for the IMUs, the robot was steadily placed on a rolling table and by moving the table we 
were able to observe accelerations evolutions on the x-axis (forward). 
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Conclusion 
 

My internship at TUT has been a great experience. The finish culture is very different from the western 

Europe one. It’s a calm country full of nature, lakes and saunas. People are kind when you get the chance to 

know them, indeed finish people don’t talk much as smalltalk is perceived as rude. Working as engineer 

assistant meant working in autonomy with the support of the team. My robotics and tongue skills improved 

a lot. I also liked the research aspect of the internship, facing a technical problem and try to find a low-cost 

solution to was challenging and exciting. 
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