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Abstract

This paper presents an efficient online method to simulate a dynamical system with interval uncertainties.
These uncertainties can be either on the initial state vector, on the time-dependent inputs, or on the evolution
function. Compared to other techniques used for the guaranteed integration of differential inclusion, the
presented approach is online and requires a small and fixed number of operations at each sampling time. An
illustration related to underwater robotics will be provided. The application involves a robot with a ballast
that can move from the surface to the sea floor. We would like to guarantee that the robot will reach a given
depth at a given time.
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I. INTRODUCTION

Reachability has been studied by many authors using set-membership tools [4] [6] [9] [LO] [11] [21] [27].
Often, the objective of reachability is to predict the future of a dynamical system under uncertainties [26].
In this paper, we will focus on an underwater robot equipped with a ballast, namely a float, shown in Figure
[Il The float can only move upward to the surface and downward to the seafloor. The state equations are

Fig. 1. The buoyancy of the robot may change depending of the position of the piston

given by
u
Y — B T
vo= s~ amsgae v Yl (1)
d = v

where the state variables are:

o The sinking coefficient s (or buoyancy) which corresponds to the position of the piston of the ballast.
When s = 0, the density of the float is exactly that of the water pg. When s > 0, the float sinks and
when s < 0, it surfaces. The derivative of s can be controlled by a motor and corresponds to the input
u. Equivalently, u corresponds to rate of fluid which enters in the ballast.



o The depth d expressed in meters. It is the derivative of the vertical speed.
o The vertical speed v. Its evolution depends of the forces (gravitational, buoyant, drag).
The parameters, assumed to be constant, are:
o The acceleration due to gravity g
o The amplification rate of the piston 5: When the piston of the ballast is at position s, the average
density of the robot is (1 + fs).
o The drag coefficient c, with respect to the vertical.
o The length ¢ with respect to the vertical position

To get this model, it suffices to apply the Newton’s second Law:

. 1
mo = mg — poAlg — —cypoA-v-|v| 2)
—~ —— 2
gravitational force  buoyant force v
drag force

where pg is the density of the water, and A is the cross-sectional area of the robot. Since the mass of the
float is m = (1 + Bs) po AL, we get

~ poAlg 1 cypodv - v
(1 + Bb) po Al 2 (1+ 5()) poAl

which corresponds to (I). Note that much more accurate models can be found in [18].

We assume that we know intervals containing the initial state variables and a tube (i.e., an interval of
trajectories) containing the input u(¢). Our goal is to find a tube for the three state variables. The notion of
tube is illustrated by Figure 2] A tube can be seen as an array containing two lists of intervals: the gates
[](k) and the slices [x](k) (see [24]). A tube is the set of all trajectories that cross all gates and that are
always enclosed in the slices. More formally, the slices and the gates are intervals that should satisfy

Vk, z(kd) € [x](k) (for the gates) 4
Wt € [(k—1)8,kd], z(t) € [«] (k)  (for the slices) )

V=g

3)

For simplicity, this tube is denoted by [z](t).
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Fig. 2. A tube which encloses the trajectory z(t)

We can now be more precise on the problem we want to solve. Assume that



« we know an initial box [sy,sq] x [vg,vg] % [dy,d] containing the state (s,v,d) at time ¢ = 0.

o we know a tube [u](¢) containing w(t) for all ¢ > 0.

We want to find a tube for each state variable. Moreover, we want the method to be online [22]. More
precisely, as illustrated by Figure [3] we want an interval estimator of the form

5](k) 5)(k = 1)
W) | = F{| eE-n )

(k) (k1) -
[s](#) 5]k — 1)

i) | = g | Wk-1) | [l

Ll (k) (k- 1)

such that the corresponding tubes enclose the signals s(¢), v(t), d(t). Note that we have gates [s](k), [v](k), [d](k)
for s,v,d and a slice [u](k) for u. The interval state estimator should execute a fixed set of operations
at each sampling time, otherwise we do not have an online predictor. As a consequence, interval methods
based on Picard fixed point methods ([2] [13]] [20]), bisection based methods (see, e.g., [14]) are not allowed.
Moreover, the memory used by estimator should be fixed and thus zonotope approaches [1]] [3]] [7] should
be avoided. In our case, only the three gates for s, v, d will be memorized.

interval observer

memory
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We will take advantage of the fact that the float is composed of three SISO (Single-Input Single-Output)
systems in series, as illustrated by Figure [4]

u‘_’ : 0= 1%355 *2(1%5)5”"”' - m .

Fig. 4. The float is composed of three SISO systems in series

Fig. 3. Online interval state estimator




The paper is organized as follows. Section [[I] recalls some classical results for differential inclusion for
systems with a single state variable. Section |lII| introduces the notion of interval flow which will be main
operator used for a reliable discretisation of differential inclusions. Section [[V|studies the well-known Riccati
differential equation. This part will be needed for the resolution of the sinking body problem proposed in
Section[V] Section VI combines all these tools to derive an online interval predictor for the float with interval
uncertainties. Section concludes the paper.

II. DIFFERENTIAL INCLUSION

This section recalls some classical results related to differential inclusions [S]]. These results will be used
further in order to build a reliable procedure to predict the evolution of the float with interval uncertainties.

We consider the scalar system
0o(t) = f(v(t), u(t))
U(O) =1 € [Uo] (6)
u(t) € [u] cR”

The signal u(t) is inside the box [u] C R™. Note that u(¢) in chosen as a vector and this is why is it
written bold. It varies with time in contrast to the box [u] which is assumed to be constant with time. We
have here a differential inclusion [5] with many solutions, as many as we have different signals u(t) in the
box [u]. Finding an envelope for the set of all solutions v(¢) is a difficult problem which can be solved
using optimal control theory [[15] for some cases.

A. Comparison theorem

We recall here a theorem which can be used directly to find an envelope for a differential inclusion with
one state variable [8]]. It takes into account the monotonicity of the subsystems [25] to facilitate the interval
integration.

,vg] and denote by [f] an inclusion
t)], where:

Proposition 1. Assume that the initial condition satisfies vy € [v
function for f [I7]. An envelope for any solution v(t) is [v™(t),v

0

(
0= (AT ) L v (0) = 7
ot = (et ) o) = v

The operator b takes the lower bound of its interval input and ub returns its upper bound.

Proof: The minimal and maximal solutions for (6) satisfy [16]:

b = floargminf(o,w) . v(0) = v;

u€(u] (8)
b= fagmaxf(v,) , v(0) = vf

u€u]

It is a consequence of the Hamilton-Jacobi-Bellman theorem in the scalar case [[15)]. Let us recall the
comparison theorem for scalar differential equations

1 = i)
@(; z2<£§2) = Vt, 21(t) < w2(t). ©

z1(0) < z2(0)



Now, for all v, we have

Ib([f](v",[u])) < f(v~,argminf(v™, u))
u€u] (10)
ub([f](v™, [u])) = f(vF, argmaxf(v™, u))
u€(u]
Therefore, using the comparison theorem, we conclude the proof of the proposition. [ ]

B. Example: the sinking body

We consider a body totally immersed in the ocean as represented by Figure [5] As it will be seen later
this example is chosen since it is an important component of our underwater robot.

d

Fig. 5. Sinking body

The speed v of the body satisfies the following differential equation
0 =a— bv|v| (11)

where b > 0 corresponds to a dumping coefficient. If the body has a negative buoyancy, the coefficient a
is positive and the body sinks toward the bottom. If it has a positive buoyancy, a is negative and the body
goes up toward the surface. We assume that both a and b are constant and belong to the intervals [a—,a™],
and [b~,bT], respectively.
First, note that the system is stable and v(t) converges to
lal

v = sign(a) 5 (12)

Taking into account Proposition [I, we get a tube [v™,v™"] containing v(¢). The two bounds v~ and v are
defined by the two differential equations

0= = Ib(fa] =l vT]) , v (0) =1y,
f[;],[b](vi)

'U+ — ub ([a] [b]v+|U+|) , U+(O) — U(—)i_ (13)
Froy,m (@)

The tube [v™,v™"] is minimal, i.e., it is the smallest with respect to the inclusion which contains all feasible
v(t). As a consequence, we can find a good approximation for the two bounds v~ (¢) and v (¢) using any
Runge-Kutta method. For example:

v (E+0) = o)+ S (v @O+ 5 fg @)

(14)
vE(t+6) = vt () + 8- Sl (0T + 5 i (0t (@)



If § is small, this approximation is very close to the minimal tube, but it does not provide any guarantee.
Guaranteed bounds will be given later in Section

We consider four illustrative cases, illustrated by Figure [6]

Case a. We have (vg,a,b) € [0.9,1.1] x [0.9,1.1] x [1.9,2.1]. This means that for ¢t = 0, the body goes
to the bottom. Since a > 0, it sinks (as represented by stones in the cube of the subfigure at the top). The

two trajectories v~ (¢),u™(¢) in red are obtained by the Runge-Kutta integration (14). We observe that the
|[a]

velocity interval [v™(t), v (¢)] converges to the interval [0] = sign([a])\/% .

Case b. We have (vg,a,b) € [-1.1,—0.9] x [-1.1,—0.9] x [1.9, 2.1]. This means that for ¢ = 0, the body
goes to the surface. Since a < 0, it floats (as represented by the bubbles in the cube of the Subfigure (b)).
Again, the two trajectories v~ (¢),v™ (¢) in red are obtained by the Runge-Kutta integration . And again,
we observe that v(t) converges to a value .

Case c. We have (vp,a,b) € [0.9,1.1] x [-1.1,—-0.9] x [1.9,2.1]. For ¢t = 0, the body is thrown toward
the bottom. Since a < 0, the body floats. We observe that after approximately 1 sec, the body stops sinking
and then starts its course to the surface. For the simulation, we need to compute the time at which v(t)
changes its sign.

Case d. We have (vg, a,b) € [—1.1,—0.9] x [0.9, 1.1] x [1.9, 2.1]. For ¢ = 0, the body is thrown toward the
surface. Since a > 0, the body sinks. We observe that after approximately 1 sec, the body stops surfacing
and then starts its course to the bottom.

III. INTERVAL FLOW

In the previous section, we have shown how an integration of a differential inclusion can be performed
in case of interval uncertainties. However, no guarantee was provided, mainly with respect to the time
discretisation. In order to get a reliable integration approach, this section presents the new notion of interval
flow.

A. Interval flow

Given a sampling time § > 0, an interval flow associated with @ is a function ®; which satisfies

R x IR x IR™ — IR xIR

Gl )~ (][ (13
with
v [v(%)f([m] [u] (9) € [0
t € |0,0[,u(t) € |u v € v
<>=f<v<t>,u< ) i’{vte[0,61,v<t>e[[vﬂ (16)
(0], [v]) = @ (6, [vo], [u])

The interval flow will be used for the discretisation of a differential inclusion. Indeed, if we know an interval
for the state v(tx) at time ¢; = k0, and if we know an interval for the input w(t) for all ¢ € [tg, t; + J] the
interval flow returns an interval containing v(t), t € [t,tr + d] and an interval for v(t; + ).

B. Example: the integrator

Consider the integrator with an uncertain input u(¢) and initial state vg:

v(0) = vg € [vo] (17)
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Fig. 6. Sinking body (with stones inside) or floating body (with bubbles inside) for different initializations. There is no guarantee
that the tubes contain the trajectory v(t)

From Proposition |1, we know that any solution v(¢) is inside [v™(t),v"(¢)], where :

(18)
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As a consequence, an interval flow is

@ (6, [vo], [u]) = < [vogvi] [g,iﬁ[ﬂ[[uﬂ ) (19)

C. Example: first order system

Consider a first order linear system with uncertain input « and initial state v:

vg € [vo] (20)

From Proposition |1, we know that any solution v(t) is inside [v™ (¢),v" (¢)], where :

T = avT +u” , v (0)=uvy 21)
ot = avT+ut v (0) =
ie.
v (t) = ey + fg et ="y~ (1)dr
e <v0_ + [ e*‘”u*(T)dT>
= e (va +u” fot e*”d7>
22
= o (Uo_ +u” [—é (e“”)]g) 22)
— et (- — % (e—at _ 1)
oh(t) = et (o (e )
As a consequence, an interval flow for the scalar first order system is
e® ([vg] — [[%]] (e72® — 1)>
(I)f(67 [Uo], IIU-]]) = (23)

041 (fog] — B (e 1))

D. Real time interval integration

Recall that our goal is to integrate the equation of the float (1) with some interval uncertainties. Now, it will
be shown later that the float is a serial composition of several subsystems for which we have an analytical
interval flow. To show how this real-time interval integration can be done, we consider two compositions:
serial and parallel, as illustrated by Figure [/| Note that the parallel composition will not we used for our
application, but is given here to illustrate that our approach is not limited to serial systems.



el @ = flau) T g = gly,2) Y

d?Zf(.fL‘,U) £
y:g(y,U) TT

So
Fig. 7. &; is serial composition of two systems; S is a parallel composition
Serial systems. Consider the system S; (see Figure [7)
z = f(z,u)
S .
! { j = g(y,x)
The following algorithm computes a tube for the output y(t).
in: [0}, [yo]
L [z] = [zo]
2 [yl = [yo]
3 for k=1 to kmax
4 Read [u] = [u](k)
[z] )
5 = ®4(9, [z], [u
[y] )
6 =&,(4,yl], [z
() =200 1D

Proof: Assume that ,

x(tr—1) € [z](k—-1)
x([tk,1 — (5, tkfl]) c [[.73]] (k — 1)
y(te—1) € [yl(k-1)
y([tk—1 — 0, tk—1]) € [yl(k—1)

with t;, = k6. Now, from Step 5,

From Equation (T6),
x(tg) € [z](k)
vt € [ty — 6, ti], x(t) € [z] (k)
Moreover, from Step 6,

009) ) _ s
(%)) = @6l - 1. Lol )

(24)

(25)

(26)

27)

(28)



10

Thus, from (16),

{

y(tr) €

Vit € [tk — (5 tk]

ly

Parallel systems. Consider the system So of Figure

Tr =
Sy:¢ gy =
A =

]
y(

(F)
t) € [yl(k)

f(x,u)
9(y, u)
T4y

The following algorithm computes a tube for the output z(¢).

Tt =W N
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=
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9, [«]; [u])

90 [yl [u])

[2] + [y] )
[)[y]] + [yl

Proof: The proof is similar to that provided for serial systems.

IV. ANALYTICAL SOLUTION OF THE RICCATI EQUATION

(29)

(30)

To be able to simulate our float with an interval uncertainty, we need to find an interval flow for each of
the three blocks of Figure {] For the first and the last blocks which are both integrators, the interval flow
has been given in Subsection For the block of the middle, the interval flow needs a specific analytical
resolution. Now, this resolution can be derived from the analytical solution of a Riccati equation that is
considered in this section. All results given here are taken from [19] but only those that are useful for our
application have been extracted from this book.

A Riccati equation is given by

We assume here that vy > 0.

0 =a— b’

Proposition 2. If a > 0 then the solution of is

&4
=
o~

STREN
|

) — ,l—}C(i

ceZ\/Et_A'_l

2

Vabt _q

V4+vo
’l_J—’Uo

b

€1y

(32)
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Proof: Set E(t) = ce2Va, we have E = 2v/abcE. We have

0 =a— b?

2
o o4 () =a-0(v532)
_ ([ B(B+1)—E(E—1 _p-1)\?
< ”<(+(E)+1)g )):“_b@%) ) (33)
_ [ 2v/abc —2v/abe - _F—
N U(Q bE(E—ii2+f)2 beE(E 1)) :a—b<v§—+%)
& \/§<2\/%E(E+1)—2\/%E(E—1)>za(E+1)2—a(E—1)2
& 40F = E? + 2aE + 1 — (E* 4+ 2aE + 1)
which is true. [ |

The solution of the Riccati equation, as given by Proposition [2| is singular when ¢ = 0 and numerically
ill-conditioned « is near zero. Now, this singularity has no physical reason and can be avoided by the using
the exponential cardinal function expc(v) defined by

e’ —1

expc(v) = (34)

with expc(0) = 1. This function is continuous and differentiable everywhere. It is a monotonic function,
strictly positive and its graph is similar to that of exp r. The singularity we observe in the expression for
v = 0 is artificial and should not be considered as such.

Proposition 3. If a > 0 then the solution of (31)) is

’U(t) 621)“(@ + ’UO) +v9—

T 1 €20+ 2yt - expc(2but)
Note that, thanks to the use of the expc function, this expression for v(¢) has no more singularity for
t=0.
Proof: Let us first check that the formula is correct when a > 0. We have

(35)

U+1v9)e207t —(v—wyp)
U+v0)e207t 4 (v—vg)

_ T = ot

’U(t) - vMezb“-&-l - 1}(
Y
) Fug (P71
ﬁ(6255t71)+1}0(62bm+1)

(267t 4+-1)+2vobt-expc(2bot)

17(62b6t_1)+,u0(62b;ﬁt+1) (36)
(e2bf’t+1)+1)0 (e2b’ut,1)

v

_

Let is now check that the formula is correct when ¢ = 0. Since v = \/% =0, we have

Vo (eo + 1) 0
t) = = . 37
v(?) 1+e0 4 200bt 1+ vobt ©7)
Thus
0 =a— bv?
— Ob J— 0
= U0(1+:0bt)2 =-b (1+1;obt>
which is true. [ |
Proposition 4. If a < 0 then the solution of is
v(t) = vtan (atan®> — bot)

o en (39)
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where

1 ™ Vo
t<t]_ == —71)1_) (g—atang>

The change of sign for v(t) is obtained for
1 U()
t —atan—
2 = j-atan—
Proof First, note that a = —2b. We have
0 =a— bv?
& % (1‘) tan (atan%0 — bz‘;t)) = —0°b — bv? tan? (a‘[an%0 — b@t)

= (1 + tan? (a‘[an%0 - b@t)) . % (atan% — bT)t) = —7b (1 + tan? (atan%O - b@t))

—bo
. 1+ (tan (atan® — bot))* = 1 + (tan (atan — bot))”
which is true. The integration is possible until
™
tan— — but € =
atan S vt €] — 33 [

This condition is satisfied for ¢ = 0. It will still be satisfied until

atan —bot < ”
= t<t; = bv(f—atan 0)

(40)

(41)

(42)

(43)

For this t1, the solution is at infinity. For the initialization, we need to have atan®® €] — 7, 5[ which is

always the case. To get the time of change of sign for v(¢), we solve:

v
atanf0 — buty = 0.
v
Thus
1 (%]
to = —atan—
b

Corollary 5. The solution of the Riccati equation © = a — bv? for b > 0 is

_ o €207 (T4vg)+vo—D .
’U(t) - wabvo( ) = T4evi 4 2ubtexpc(2bot) lfa > 0

7/)a b,vo (1) vtan (atan%“ — b@t) if a <0

where v = sign(a) %.

V. SINKING BODY PROBLEM
We consider again the equation of the sinking body given by

0 =a— bv|v|

(44)

(45)

(46)

(47)

where b > 0. This equation is close to the Riccati equation © = a — bv?. Equivalently (47) can be seen as
a piecewise Riccati equation. In this section, we propose to find an analytic solution for the solution v(¢).
This expression is needed to build an interval flow for which will then be used to integrate our float

with interval uncertainties.
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A. Analytical expression of the solution of the sinking body motion

From the analytical solution of the Riccati equation, we can get an analytical expression of the sinking
body motion in the case where the parameters a, b are constant.

Proposition 6. The solution of v = a — bv|v| is

sign(a) - zpﬁ;"wgn(a)% (t) if avg > 0
Pa,b,vo (t) = —sign(a) - w:\al,b,—sign(a)'vo (t) if avo <0 and t <1 (48)
sign(a) - ¢\+a|,b,o(t — t9) if avg < 0 and t >ty

where ty = —S% atan (Uo, /ﬁ), where 1)~ and ™" are defined by .

Proof: If a = 0 or vy = 0, we have avg > 0 and we easily check that the Proposition is valid. We need
to check four cases.
Case 1: a > 0,u9 > 0. We have © = a—bv? which is a Riccati equation. From Corollary v(t) wa by (1)
for all ¢ > 0.

Case 2: a < 0,09 < 0. We have © = a — bv|v| = a + bv?. Set w = —v. We have —i = a + bw?, i.e.,
W = (—a) — bw?. Thus w(t) = ¢*, b, (1) and finally
v(t) = =¥, (49)

Case 3: a < 0,09 > 0. We have © = a — bv? , which is again a Riccati equation. From Corollary [5, we
get

v(t) = Yoo (t) if t <ty = jatan® 50
U(t) = _¢ta7b70(t - t2) if t > to (50)
Case 4: a > 0,9 < 0. We have © = a — bv|v| = a + bv?. We get
u(t) = =T,y (t)  ift <ty = —jatan st
'l)(t) = ¢Zb70(t_t2) if t > to oD
|
B. Interval flow of the sinking body motion
Corollary 7. If vy € [vy,vg], a € [a~,a™],b € [b=,b"] and t € [t~,t7],we have
Pabvs (t) € [Pl[al, 8], vo) ([t]) (52)
where »
(@) [Pl ([E)) [Pl b0y ((ED) U [0l oy, ([2D)
(i) [Pla,plwe (E]) = [¢la, v0+{t 1)
_ ¢ lal,[b U'U(]() if a-vp=0
(i) Pl - { Jaitran ) oz
% {b b (1)) iftét]
(iv) [Blaplwe(t) = |a\ polt —[t2])  ift € [to]
tQ = tz Uo,a {b bJr})

(’U) [w+] 18], vo( ) = a {b bt} vo

tao(vo,a,b) = —\/ﬁamn (vo,/%)

o = sign(a)

where
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and Ul denotes the interval hull operator.

Remark 8. In the previous formulas, we use an enumeration notation with braces. The resulting calculus
returns the smallest interval which contains all possibilities obtained from the list. For instance

sin({0,1) = 0,sin(1)]
Wlap ({8 = [eapan®) Ullapa,(t7)  (see Corollary [ (i)
U ® = ({0 ®.0f 0] Gee Corollary [} ()

Proof: (i) Using the comparison theorem, we have

Vo € [UO_7 va_L ac [aiv aJr] = Pa,bvo (t) = |:(pa*,b,v07 (t)7 (Paﬂb,vj (t)] :

It suffices to enclose the two quantities ¢, ; ,—(t) and . , .+ (t).

(ii) The signal ©(t) can never change of sign. Indeed, ©(t) = 0 if a — bv|v| = 0 and in this case, 0(t) = 0
for all ¢. As a consequence, the extreme values for ¢, .., (t) are obtained for ¢ € {t~, ¢}

(iii) Assume that (a,vo, t) is fixed. If a-vg > 0, we have no stop point. Thus @4 .4, (t) = -9 4| (5],0w, (1)
as seen in Otherwise, we are in a situation with a stop point.

(iv) We have a stop point. This stop point can be inside or outside the time window [t]. We have

Ipapw(t) _ 0ot =ty = _sign(0) atan [ vg b : (53)
ab Vlalb lal

Thus, if ¢ ¢ [ta], where [t2] = t2(vo, a, {b7,b"}), Yap,(t) is monotonic in ¢ and thus

Pa,b,vo (t) € Pa,{b=,b+}v0 (t) (54)

otherwise
Pabwo(t) € 0 - T (g ),0(t — t2(vo, a, {b7,b7})). (55)
|

(v) The result comes from the monotonicity of )™ with respect to b.

Corollary 9. An interval flow of the sinking body motion is :

IR x IR? — IR x IR
il Ta ] \ _ ( [elal 1,0 (9) (56)
(teol, Lal. D)= < [v > ( [ a1, 1,101 ([0, 6) >

C. Example

We take again four cases already treated in Subsection [[I-B

Case a. We have (vg,a,b) € [0.9,1.1] x [0.9,1.1] x [1.9,2.1]. In red, we have the envelope already
obtained by the Runge-Kutta method. No pessimism can be observed which is consistent with the fact that
©a b, (t) is monotonic. The magenta bar corresponds to the initial interval [0.9, 1.1] for vg.

Case b. We have (vg,a,b) € [-1.1,—0.9] x [-1.1,—0.9] x [1.9, 2.1]. The envelope is symmetrical to that
obtained for Case a. Again, due to the monotonicity ¢ 4., (%), no pessimism can be observed.

Case c¢. We have (vg,a,b) € [0.9,1.1] x [-1.1,—0.9] x [1.9,2.1]. The pessimism of the enclosure is too
small to be observed; compared to the trajectories obtained by a Runge Kutta integration (red). From the
tube, we can conclude that the speed of the float will cancel and the float will come back.
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Case d. We have (vg,a,b) € [-1.1,—0.9] x [0.9,1.1] x [1.9,2.1]. The situation is similar to that given in

Case c.
v
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Fig. 8. Sinking body for four different initializations. The tubes contains the trajectory v(t)

In the figures, the units are t(sec) and v (m/sec).
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VI. ONLINE INTEGRATION OF THE FLOAT

Consider again the float described by Equation (I). Due to the serial structure of the system, we can
integrate the differential inclusion using interval flows for each component, as explained in Subsection
The corresponding decomposition is expressed by Figure 9] and is consistent with the initial goal (see
Equation [5). For each sampling time, five steps have to be performed sequentially in the right order. Between
sampling times k to k + 1, three intervals have to be transmitted through the memory: [s](k), [v](k), [d](k).

memory

[olE—1)]  [v]k) [k —1) [d](k)

® @ @ ®

Fig. 9. Sequence to be followed for one step interval integration

At Step 1, we read the input slice [u](k) which contains all u(t) for t € [(k — 1)d, kd]. At Step 2, we
integrate [u] using the interval flow for the integrator presented in Subsection As a result, we get a
slice [s](k) for s(t). Using a static interval evaluation, we then get at Step 3 two slices [a](k) for a(t) and
[b] (k) for b(t). These two slices will then feed the interval flow []f,],[5],;») Which yields the slice [v](k)
and the gate [v](k) at Step 4. The slice [v](k) is then used at Step 5 by the last block to generate the slice
[d](k) and the gate [d](k).

The resulting computations correspond to the following algorithm

In: [dO]a[ ]7[ ]
Init [d] = [do]
[v] = [vo
5] = [s0)
Main loop For k =1 to kmax
Step 1 Read [u]] = [u] (k)
Step 2 [s] = [s] + [u] - [0, 4]
[s] = [s] + [u] -6
Step 3 [[a]]zg-(l—ﬁ)
18] = 5330
Step 4 [v] = [®]ay,[5),10) (10, 0])
= [l a], 161,101 ()
Step 5 [d] = [d] + [v] - [0, 6]
[d] = [d] + [v] - 6

write(k, [d], [d], [v], [v], [s], [s])

The only memory needed by this interval simulator are the three gates [s], [v], [d].
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The behavior of the interval simulator is illustrated by Figure We took go = 9.81m-s72,{ = 1m,f =
0.1, ¢y = 0.9 for the parameters and [sg] = [vo] = [do] = [0, 0.1] for the initial conditions. For the input, we
took [u](k) = exp(—[(k — 1)d, kd]). In the figures, the chosen units are t(sec), d(m) and v (m/sec).

/

000 025 050 075 100 125 150 175 2.00

N

000 025 050 075 100 125 150 175 2.00

\

000 025 050 075 100 125 150 175 2.00

\

000 025 050 075 100 125 150 175 2.00

100 125 150 175 20.0

Fig. 10. Sinking float. The tubes contain the trajectories u(t), s(t), v(t), d(t) for ¢ € [0,2] (left) and for ¢ € [0, 20] (right)

Even if the system is unstable in the Lyapunov sense (indeed the variable d tends to infinity), we do not
observe any exponential explosion of the pessimism, unlike other existing interval methods dealing with

differential inclusions.

The implementation is done using the Codac library [23] and the source codes are available at

https://www.ensta-bretagne.fr/jaulin/reachfloat.html


https://www.ensta-bretagne.fr/jaulin/reachfloat.html
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VII. CONCLUSION

In this paper, a new interval estimator has been proposed for online state prediction. For this, we have
introduced the concept of interval flow that has to be found analytically for each component of the whole
system. Combining the interval flows of all subsystems, we have shown that an interval estimator containing
the state variables in a guaranteed way could be derived. For simplicity, but also to evaluate the accuracy of the
approach, only the reachability problem has been addressed. This means that no exteroceptive measurements
(i.e., collected by a sensor able to interact with the environment, such as a camera, a lidar or a radar) have
been taken into account in order to contract the domains for the state variables. The interval state estimator
that has been obtained has a fixed number of operations to be performed at each sampling time. This is
a strong requirement rarely considered by classical interval algorithms. Indeed, existing interval algorithms
dealing with differential inclusions use fixed point procedures that are not consistent with real-time issues.
Through an example taken from robotics (an underwater robot with a ballast), we have shown that it was
possible to deal with engineering systems efficiently.

The presented approach can be applied to a complex system as soon as it can be built using a parallel
and a serial composition of specific scalar systems [12]. More precisely, these scalar systems should have
a single state variable, may have several inputs, and an analytical solution should be available for constant
inputs. The existence of such an analytical solution could be relaxed if we accept to use an interval resolution
of a differential equation based on the Picard operator [13]].
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