Cooperative localization of underwater robots with unsynchronized clocks
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Abstract
This paper proposes an interval based approach for localizing a group of underwater robots with unsynchronized clocks. We use sonar communication and consider that the travel time of the sonar waves cannot be neglected, e.g. when the robots are fast and far-spaced. Therefore we cannot suppose that we measure a true distance between robots at the same time, but between robots at different times. Moreover as the clocks of the robots are unsynchronized, the emitting and receiving times of the sonar waves are uncertain. To solve this problem, we cast the state equations of our robots as a constraint satisfaction problem and consider the sonar measurements as intertemporal constraints on uncertain times. We introduce the notion of interval function to encompass the robots trajectory and clock with their uncertainty. We then use interval propagation to successively contract these intervals around the true position and clock of the robots. Several test cases are provided, with both simulated and experimental results.
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1. Introduction

This paper proposes a new approach to localize a group of Autonomous Underwater Vehicles (AUVs). Localizing AUVs can be particularly difficult underwater as there is no installed infrastructure. AUVs can only access the GPS on the surface as the electro-magnetic waves can hardly penetrate water. The only tools available underwater are dead-reckoning and acoustical localization systems. To solve this problem, many probabilistic approaches have been studied [2][4][4], that usually consider the robots close to each other and moving slowly enough so that the displacement of the sonar signal can be considered negligible compared to the precision of the localization [26]. The distance between the robots is measured, and the triangular inequalities are solved to localize the robots [17]. This of course implies that the clocks of each robot have to be perfectly synchronized [18].

In our approach, we consider fast and far-spaced AUVs so that the displacement of the sonar wave can no longer be considered negligible. The measured distance is therefore between the positions of the robots at different times. Moreover we consider the clocks of the robots to be unsynchronized so that the emitting and receiving times are uncertain. We also consider our system to be completely decentralized, meaning that each robot will only localize itself using the data received from the few other robots that are in range of communication.

Two approaches can be considered to solve this problem. As presented above, the first approach is probabilistic. If the system is linear, the problem can be solved using for instance a Kalman Filter, and if the problem is non-linear, an Extended Kalman Filter (EKF) [19] or a Sequential Monte Carlo (SMC) method [2][4] can be considered.

The second approach is ensemble. When the problem is linear, Ellipsoids and Polytopes [13] can be particularly efficient. However, for non-linear systems, only intervals and sub-pavings have been proven efficient [15]. The principle is to wrap the solution in an interval enclosing its uncertainty, then to successively contract this interval around the solution until a fixed point is reached. For this, we use contractors that are associated to the equations of our system. The advantage of this approach compared to probabilist methods is that the solution is enclosed in an interval. Therefore the results are guaranteed. Moreover Interval analysis is particularly efficient for non-linear systems when the number of equations in far superior to the number of variable, which is often the case in localization applications [14][5].

The originality of this paper is to deal with the inter-temporal aspect of our constraints with uncertain times. To solve this problem, we consider the position and clock of the robots as intervals of trajectories (functions of $\mathbb{R} \rightarrow \mathbb{R}^n$) and cast the equations as a constraint satisfaction problem.

This paper is organized as follows. Section II proposes a simple and new formulation for cooperative localization with inter-temporal constraints on uncertain times. Section III presents the basic notions of constraint propagation and introduces tubes (intervals of trajectories), which is used in section IV to solve our problem. Finally section V provides three test cases, with both simulated and experimental results, and Section VI concludes the paper.
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2. Problem Statement

Let us first describe our cooperative localization problem. For a robot \( i \) in our group or swarm, consider the state equations of the robot as follows:

\[
\begin{align*}
\dot{x}_i &= f(x_i, u_i) + n_i \quad \text{(evolution equation)} \\
y_i &= g(x_i) \quad \text{(observation equation)}
\end{align*}
\]

(1)

where \( x_i \) is the state vector of the robot \( i \), \( u_i \) its inputs or commands, \( y_i \) its outputs or measures, and \( f \) and \( g \) respectively the evolution and observation functions. \( n_i \) is the state noise. The uncertainty on \( y_i \) will be represented by an interval around its unknown value. Notice that the observation function usually depends on the state of the robot at the current time. The originality of our approach is to consider a sonar communication between the robots, which will be represented as an inter-temporal constraint between the states of the robot at different times. We consider that each ping encloses the estimated position box of the emitting robot, along with the interval around the emitting time in the robot’s clock.

Formulation. An intertemporal relation (or ping for short) corresponds to a 4-tuple \( p = (a, b, i, j) \) where \( a \in \mathbb{R} \) corresponds to the emission time, \( b \in \mathbb{R} \) to the reception time, \( i \in \{1, \ldots, m\} \) the emitting robot, and \( j \in \{1, \ldots, m\} \) the receiver. Due to the causality, we have \( b > a \), or equivalently \( a, b \) is an element of the \( t \)-plane [3]. Denote by \( h(k) \) the \( k \)-th ping, and by \( t \) the true time. We denote by \( \tau = h_i(t) \) the clock function [23] which for an absolute time \( t \) matches the inner time \( \tau \) of the robot \( i \). Notice that \( h_i \) is strictly increasing when no re-synchronization happens and piecewise increasing when it does.

For \( i \in \{1, \ldots, m\} \), \( t \in \mathbb{R} \) and \( k \in \{1, \ldots, k_{max}\} \), we have:

\[
\begin{align*}
(i) \quad & \dot{x}_i(t) = f(x_i(t), u_i(t)) + n_i(t) \\
(ii) \quad & g(x_i) = \|x_1 - x_2\| - c * (b - a) \quad \text{(3)} \\
(iii) \quad & \tilde{a}(k) = h_i(a(k)) \\
(iv) \quad & \tilde{b}(k) = h_i(b(k)) \\
(v) \quad & \tilde{h}_i(t) = 1 + n_i(t)
\end{align*}
\]

(i) corresponds to the state equations of the \( i \)-th robots. The state noise \( n_i(t) \) is assumed to be bounded.

(ii) is the inter-temporal observation function so that \( g : \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R} \) is here:

\[
g(x_1, x_2, a, b) = \|x_1 - x_2\| - c * (b - a)
\]

(3)

c is the speed of sound. Using the Euclidean norm, (i) can be re-written as

\[
c * (b(k) - a(k)) = \sqrt{(x_{i(k)} - x_{j(k)})^2 - c^2 \|b(k) - a(k)\|^2}
\]

(4)

(iii) \( \tilde{a}(k) \) corresponds to the local time of the robot \( i(k) \) (i.e. the emitter that has emitted the \( k \)-th ping).

(iv) \( \tilde{b}(k) \) corresponds to the local time of the robot \( j(k) \) (i.e. the receiver that has received the \( k \)-th ping).

(v) \( n_i(t) \) is the clock noise and is assumed to be bounded.

Notice that for all \( k \), we know exactly: \( \tilde{a}(k), \tilde{b}(k), i(k), j(k) \).

The advantage of such formalism is that it can encompass many previous formalisms of ensemblist localization [14][15] and also takes into consideration inter-temporal constraints on uncertain times. To our knowledge, such formalism has never been considered before. This formalism can also be applied to Simultaneous Localization and Mapping (SLAM) by considering only one robot. Landmarks could be considered as stationary robots. Measurements with the GPS above surface could also be considered as a measurement of the robot to itself.

When an AUV sends a sonar ping \( k \) at \( t = a(k) \) received by another AUV at time \( t = b(k) \), the distance between the two AUV can be measured as \( c * (b(k) - a(k)) \) where \( c \) is the celerity of the sound. Therefore the measurement between the two robots is inter-temporal. It is between the position of AUV 1 at \( a(k) \) and the position of AUV 2 at \( b(k) \). Figure 1 illustrates the principle. Notice that these times are uncertain, as the clocks of the robots might not be synchronized. We initially only know an interval (which may be very large) around the clock function \( h \) of each robot and are going to contract it to re-synchronize the clock.

To our knowledge, this problem cannot be easily solved using standard Monte Carlo methods.

3. Constraint propagation

The domains we consider in our problem are sets enclosing the true value for the variables. Depending on the nature of the set \( Z \) to which an unknown variable \( z \) belongs, the domain can have different representations. For instance, if \( Z \) is finite, the domain for \( z \) can be described by extension. When \( Z \) is a lattice, the domain for \( z \) can be represented by intervals or by a union of intervals (also called sub-paving) [22]. In our context, the trajectories \( x \) and \( h \) belong to a lattice and their domains will be represented by tubes (interval of trajectories). To contract these tubes, we use constraint satisfaction, a numerical method to solve nonlinear problems such as SLAM [5][7]. This section presents the principle of constraint propagation and extends the technique to tubes.

3.1. Lattices

A lattice \( (L, \leq) \) is a partially ordered set, closed under least upper and greatest lower bounds (see [11], for more details). The least upper bound (or infimum) of \( x \) and \( y \) is called the join and is denoted by \( x \lor y \). The greatest lower bound (or supremum) is called the meet and is written as \( x \land y \).
Example: The set $\mathbb{R}^n$ is a lattice with respect to the partial order relation given by $x \leq y \Leftrightarrow \forall i \in \{1, \ldots, n\}, x_i \leq y_i$. We have

\[
x \land y = (x_1 \land y_1, \ldots, x_n \land y_n)
\]
\[
x \lor y = (x_1 \lor y_1, \ldots, x_n \lor y_n)
\]

where $x \land y = \min(x_i, y_i)$ and $x \lor y = \max(x_i, y_i)$.

A lattice $\mathcal{E}$ is complete if for all (finite of infinite) subsets $\mathcal{A}$ of $\mathcal{E}$, the least upper bound (denoted $\land \mathcal{A}$) and the greatest lower bound (denoted $\lor \mathcal{A}$) belong to $\mathcal{A}$. When a lattice $\mathcal{E}$ is not complete, it is possible to add new elements (corresponding to the supremum or infimum of infinite subsets of $\mathcal{E}$ that do not belong to $\mathcal{E}$) to make it complete. For instance, the set $\mathbb{R}$ is not a complete lattice whereas $\bar{\mathbb{R}} = \mathbb{R} \cup \{-\infty, \infty\}$ is.

By convention, for the empty set, we set $\land \emptyset = \lor \emptyset = \lor \mathcal{E}$. The product of two lattices $(\mathcal{E}_1, \leq_1)$ and $(\mathcal{E}_2, \leq_2)$ is the lattice $(\mathcal{E}, \leq)$ defined as the set of all $(a_1, a_2) \in \mathcal{E}_1 \times \mathcal{E}_2$ with the order relation $(a_1, a_2) \leq (b_1, b_2) \Leftrightarrow (a_1 \leq_1 b_1)$ and $(a_2 \leq_2 b_2)$.

### 3.2. Intervals

An interval $[x]$ is defined as the set of real numbers $x$ between the lower bound $x$ and upper bound $\hat{x}$.

\[ [x] = [x, \hat{x}] = \{x \in \mathbb{R}, x \leq x \leq \hat{x} \} \]

This representation has several advantages: It allows us to represent random variables with imprecise probability density functions, deal with uncertainties in a reliable way and last but foremost, it is possible to contract the interval around all feasible values given a set of constraints (i.e. equations or inequalities).

A **closed interval** (or interval for short) $[a]$ of a complete lattice $\mathcal{E}$ is a subset of $\mathcal{E}$ which satisfies $[a] = \{x \in \mathcal{E} \land \exists [x] \leq x \leq \forall [x] \}$. Both $\emptyset$ and $\mathcal{E}$ are intervals of $\mathcal{E}$. An interval is a sub-lattice of $\mathcal{E}$. If $\mathcal{E}$ denotes the set of all intervals of $\mathcal{E}$, then $[a]$ is also denoted by $[a] = [\land \mathcal{E}, \lor \mathcal{E}]$. For example, the set $[0, 1]$ is an interval of the set of integers $\mathbb{Z}$ and the set $[0, \infty)$ is an interval of the set of real numbers $\mathbb{R}$.

The **intersection** of two non-empty closed intervals $[a]$ and $[b]$ satisfies:

\[ [a] \cap [b] = \left\{ \begin{array}{ll}
\max(x, y), \min(x, y) & \text{if } \max(x, y) \leq \min(x, y) \\
\emptyset & \text{otherwise}
\end{array} \right. \]

Example: $[1, 3] \cap [2, 5] = [2, 3]$

The **union** of two non-empty closed intervals $[a]$ and $[b]$ satisfies:

\[ [a] \cup [b] = \min\{x, y\}, \max\{x, y\} \]

Example: $[1, 3] \cup [5, 7] = [1, 7]$

### 3.3. Intervals Arithmetic

We can apply arithmetic operators and functions to intervals to obtain all feasible values of the variable. For example, consider a real $\alpha$ and an interval $[x]$ on a non-empty interval. Then

\[ c[x] = \left\{ \begin{array}{ll}
\alpha x, \alpha x & \text{if } \alpha \geq 0 \\
\alpha x, \alpha x & \text{if } \alpha \leq 0
\end{array} \right. \]

For two intervals $[a]$ and $[b]$ and an operator $\circ \in \{+,-,\times, \div\}$, we define $[a] \circ [b]$ as the smallest interval containing all feasible values for $x \circ y$ when $x \in [a]$ and $y \in [b]$ or

\[ [a] \circ [b] = \{x \circ y \in \mathbb{R} | x \in [a], y \in [b] \} \]

In the case of closed intervals, we have

\[ [a] + [b] = [a + b, a + b] \\
[a] - [b] = [a - b, a - b] \\
[a] \times [b] = [\min\{ab, ab\}, \max\{ab, ab\}]
\]

The inversion is given by

\[ [1/x] = \left\{ \begin{array}{ll}
\emptyset & \text{if } [y] = [0, 0] \\
[1/y, 1/y] & \text{if } 0 \notin [y] \\
[1/y, \infty] & \text{if } y = 0 \land y > 0 \\
(-\infty, 1/y] & \text{if } y \leq 0 \land y > 0 \\
(-\infty, \infty) & \text{if } y < 0 \land y > 0
\end{array} \right. \]

and the division by

\[ [a]/[b] = [a \times (1/b)] \]

These rules are simplified for punctual intervals, in which case we return to the rules of arithmetic on reals. Therefore interval arithmetic can be considered as an extension of the arithmetic on reals.

For example:

\[ [-1, 3] + [2, 7] = [1, 10] \\
[-1, 3] - [2, 7] = [-8, 1] \\
[-1, 3] \times [2, 7] = [-7, 21] \\
[-1, 3]/[2, 7] = [-1/2, 3/2]
\]

The image of $f([x])$ of an interval by a function $f$ is $f([x]) = \{f(x) | x \in [x]\}$. This image might not be an interval. Indeed, if $f$ is not continuous $f([x])$ is a union of intervals. The interval extension is defined as the function returning the interval hull $H([f(x)]) = \{f(x) | x \in [x]\}$.

The interval extension of elementary functions can be directly written in accordance to its bounds. For example, for a non-empty interval $[a]$, the exponential function $\exp([x]) = [\exp x, \exp x]$.

In case of non-monotonic functions, the situation is a little bit more complicated. Indeed $\cos([\pi, \pi]) = [-1, 1]$ differs from $\cos([-\pi, \pi]) = [-1, 1]$. Specific algorithms can be constructed for the interval evaluation of such functions. [8]

### 3.4. Contractors

Consider $n_x$ real variables $x_i \in \mathbb{R}, i \in \{1, \ldots, n_x\}$ linked by $n_t$ relations (or constraints) of the form:

\[ f_j(x_1, x_2, \ldots, x_{n_x}) = 0, j \in \{1, \ldots, n_t\} \quad (5)\]
whereby \( f_j \) denotes the function for each coordinate \( j \). We know that each variable \( x_i \) belong to a domain \( X_i \). To simplify we consider the domains as intervals, noted \([x_i]_j\). We define \( x = [x_1, x_2, \ldots, x_n]_j \) and the domain for \( x \) as \( [x] = [x_1]_j, [x_2]_j, \ldots, [x_n]_j \). We also note \( f \) the function which coordinates functions are the \( f_i \). We can therefore re-write (5) in a vector form \( f(x) = 0 \) and this represents a constraint satisfaction problem (CSP) that we can call \( \mathcal{S} \) and write

\[
\mathcal{S} : \{ f(x) = 0, x \in [x] \}
\]

Therefore a CSP is composed of a set of variables, domains containing these variables, and constraints. The solution \( \mathcal{S} \) of \( \mathcal{S} \) is defined as

\[
\mathcal{S} = \{ x \in [x] | f(x) = 0 \}
\]

Contracting a CSP \( \mathcal{S} \) consists in replacing the domain \([x]\) with a smaller domain \([x']\) without changing the solution set. We have \( \mathcal{S} \subset [x'] \subset [x] \). We define the optimal contraction of \( \mathcal{S} \) as the operation replacing \( [x] \) by the smallest box containing \( \mathcal{S} \). An operator that allows the contraction of \( \mathcal{S} \) is called a contractor.

Many problems of estimation, control, robotics, ...etc can be represented as constraint satisfaction problems (CSP) [2,8] and many contractors (called minimal) can be applied to optimally contract the domains depending on the class of the problem [10]. Several minimal contractors have been developed over years – Gauss elimination, Gauss-Seidel Algorithm, Krawczyk method, Newton algorithm, ...etc [15]. The one we are going to use in our localization problem is the forward-backward contractor [6] which contracts the domains of the CSP \( \mathcal{S} : \{ f(x) = 0, x \in [x] \} \) by isolating each constraint separately. We suppose that each constraint has a form \( f_i(x_1, x_2, \ldots, x_n) = 0 \), and that the function \( f_i \) can be broken down to a series of operations involving operators and elementary functions such as \(+, -, *, /, \sin, \cos, \exp, \ldots \) etc. Then we can break down the constraint into primary constraints.

In our example of localization with the distance measurement (4) between AUVs, the associated constraint can be written as

\[
d = \sqrt{(x_i - x_i')^2 + (y_i - y_i')^2}
\]

so we can break it down to primary constraints by introducing intermediate variables:

\[
\begin{align*}
i_1 &= -x_j \\
i_2 &= x_i + i_1 \\
i_3 &= i_1^2 \\
i_4 &= -y_j \\
i_5 &= y_i + i_4 \\
i_6 &= i_4^2 \\
i_7 &= i_1 + i_6 \\
d &= \sqrt{i_7}
\end{align*}
\]

The initial domains associated with the intermediate variables \( i_k \) are \([-\infty, \infty]\). A method to contract \( \mathcal{S} \) with the constraint is to contract each primitive constraint until the contractor reaches a fixed point. This is the principle of constraint propagation introduced by Waltz [25]. For constraints involving two variables and a function, such as the square root, two steps of contraction are made by rewriting the constraint: one from the direct image of the function and the other from the inverse. Therefore, in our example, the constraint \( d = \sqrt{i_7} \) can be re-written in two forms:

\[
d = \sqrt{i_7} \\
i_7 = d^2
\]

and then the contractions are:

\[
|d| = |d| \cap \sqrt{|i_7|} \\
|i_7| = |i_7| \cap \sqrt{|d^2|}
\]

For constraints linking three variables with a binary operation such as addition, there are three ways to rewrite the constraint. Let’s consider the constraint \( i_7 = i_3 + i_6 \) with for example the initial intervals \( [i_3] = [-\infty, 2], [i_6] = [-\infty, 3] \) and \( [i_7] = [4, \infty] \). We can easily contract these intervals without removing any feasible value:

\[
\begin{align*}
i_7 &= i_3 + i_6 \implies i_7 \in [4, \infty] \cap (-\infty, 2] + [-\infty, 3] \\
&= [4, \infty] \cap [-\infty, 5] = [4, 5] \\
i_3 &= i_7 - i_6 \implies i_3 \in [-\infty, 2] \cap [4, \infty] - [-\infty, 3] \\
&= [-\infty, 2] \cap [1, \infty] = [1, 2] \\
i_6 &= i_7 - i_3 \implies i_6 \in [-\infty, 3] \cap [4, \infty] + [-\infty, 2] \\
&= [-\infty, 3] \cap [2, \infty] = [2, 3]
\end{align*}
\]

We obtain much smaller intervals for \([i_3] = [1, 2], [i_6] = [2, 3] \) and \([i_7] = [4, 5] \).

The same principle is applied for all primary constraints (7) in order to contract the intervals around the values of (6). The sequence of contractions made by the forward-backward algorithm is optimal to maximize the contraction. The forward-backward algorithm presented in Table 1 will be used for every distance measurement, i.e. sonar reception of an AUV.

### 3.5. Tubes

In our system, we consider the distance measurements to be inter-temporal, i.e. between a emission time by AUV1 and a different reception time by AUV2. This means that we need to encode the position and clock of the robots at the reception time but also at the emission time. We shall now present tubes which are an ensembler vision of a random signal. They will encode the whole history of the AUVs trajectory and clock function.

**Tube.** The set \( \mathbb{F}^n \) of all functions from \( \mathbb{R} \) to \( \mathbb{R}^n \) is a complete lattice with the following partial order \( x \leq y \iff \forall t \in [x(t)] \leq [y(t)] \). A tube \([x] \) (see, e.g., [16], [20]) is an interval \([x^-, x^+] \) of \( \mathbb{F}^n \), i.e., a pair of two functions \( x^-, x^+ \) such that for all \( t \), \( x^-(t) \leq x^+(t) \). The set of all tubes of \( \mathbb{F}^n \) is denoted by \( \mathcal{F}^n \).

An element \( x \) of \( \mathbb{F}^n \) belongs to the tube \([x] \) if \( \forall t \in \mathbb{R}, x(t) \in [x(t)] \). Figure 2 presents a function \( x \in \mathbb{F}^2 \) which is inside the tube \([x] \). This tube gives us information related to the unknown function \( x \).
Interval evaluation of a tube. If \( x \) is a function from \( \mathbb{R} \) to \( \mathbb{R}^n \) (i.e., \( x \in \mathcal{F}^n \)), we define

\[
x([t]) = \{ x(t) : t \in [t] \}.
\]

The interval evaluation of a tube \([x]\) is defined by

\[
[x](t) = \bigcup_{t \in [t]} [x](t).
\]

i.e., \([x](t)\) is the smallest box which encloses all boxes \([x](t) : t \in [t]\).

It is easy to prove that

\[
x \in [x], t \in [t] \Rightarrow x(t) \in [x](t),
\]

and that no box smaller than \([x](t)\) satisfies this property.

**Tunnel arithmetic.** We can extend some classical operations we have on functions of \( \mathcal{F}^n \), such as sums, multiplication, image of a function, ... etc to tunnels. It suffices to use the classical notion of interval arithmetic and inclusion functions [21] for all \( t \). An arithmetic on tubes is thus a direct extension of interval arithmetic. As in the case of interval computation, the result of an operation on tubes contains all results of the same operation performed on the enclosed elements of \( \mathcal{F}^n \).

**Integration.** Consider two numbers \( t_1, t_2 \) such that \( t_2 \geq t_1 \geq 0 \). The integral of a tube \([x]\) over an interval \([t_1, t_2]\) is defined by

\[
\int_{t_1}^{t_2} [x](t) \, dt = \left\{ \int_{t_1}^{t_2} x(t) \, dt \right\} \text{ such that } x \in [x].
\]

Since \( t_2 \geq t_1 \), we deduce from the monotonicity of the integral operator that

\[
\int_{t_1}^{t_2} [x](t) \, dt = \int_{t_1}^{t_2} x^-(t) \, dt, \quad \int_{t_1}^{t_2} x^+(t) \, dt.
\]

From the definition of tube integrals, we have

\[
x \in [x] \Rightarrow \int_{t_1}^{t_2} x(t) \, dt \in \int_{t_1}^{t_2} [x](t) \, dt.
\]

Moreover, the interval primitive defined by \( \int_{t_0}^{t} [x](t) \, dt \) defines a tube that vanishes for \( t = 0 \).

3.6. **Constraint propagation on tubes**

**Tunnel contractor.** Consider a constraint on trajectories of the form \( \mathcal{L}(x) \). A contractor associated with the constraint \( \mathcal{L} \) is an operator

\[
[x] \xrightarrow{\mathcal{L}} [y]
\]

where \([x]\) and \([y]\) are tubes, such that

\[
\forall t, [x](t) \subset [y](t) \quad \text{(contraction)}
\]

\[
x \in [x] \quad \text{(completeness)}
\]

We call \( C^* \) the *minimal contractor* for \( \mathcal{L} \) that returns the smallest tubes \([y]\) that are consistent with the constraint \( \mathcal{L} \).

**Minimal tunnel contractor.** Contractors on tubes are built in a similar way to what is done for its interval counterpart. The constraint \( \mathcal{L}(x_1, ..., x_p) \) with \( x_1, ..., x_p \) in \( \mathcal{F}^n \) is first rewritten as \( p \) equivalent form \( x_1 = f_1(x_2, ..., x_p) \Leftrightarrow x_2 = f_2(x_1, x_3, ..., x_p) \Leftrightarrow ... \) (in a similar way to what is done for constraints involving real numbers). The tube arithmetic is then used to automatically generate the contractors.

**Proposition 1.** The minimal contractor associated with the constraint \( x \leq y \) or \( \forall t \in [0, \infty), x(t) \leq y(t) \) is

\[
[x] \xrightarrow{\mathcal{L}} [y]
\]

\[
x \in [x], t \in [t] \Rightarrow x(t) \in [x](t),
\]

and that no box smaller than \([x](t)\) satisfies this property.
Figure 3. (a) represents the trajectory $x$ and its tube $[x]$, (b) the trajectory $y$ and its tube $[y]$, and (c) illustrates the meet and join of them.

$$C_{\leq} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} [x^-, x^+ \land y^+] \\ [x^- \lor y^-, y^+] \end{pmatrix}$$

Proof. $x \leq y$ so according to the independence theorem, we can find $a$ such that $y = x + a$ with $a \geq 0$. Therefore we can contract the associated tube

$$[y] = [y] \cap ([x] + [a])$$

$$\iff [y] = [y^- \lor (x^- + a^-), y^+ \land (x^+ + a^+)]$$

$$\iff [y] = [y^- \lor (x^- + 0), y^+ \land (x^+ + \infty)]$$

$$\iff [y] = [y^- \lor x^-, y^+]$$

since $[a] = [0, \infty]$. By considering $x = y + a$ with $a \leq 0$, we can prove that $[x] = [x^-, x^+ \land y^-]$ the same way. Figure 3 illustrates the contractions.

Proposition 2. The minimal contractor associated with the constraint $x = y$ or $\forall t \in [0, \infty], x(t) = y(t)$ is

$$C_{\min} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} [x^- \lor y^- \land y^-] \\ [x^- \lor y^-, x^+ \land y^+] \end{pmatrix}$$

Proof. As $x = y$, any given elements of $x$ and $y$ cannot exceed each other’s range. Both variables will share a new interval equal to the intersection of their respective intervals

$$[x] = [x] \cap [y]$$

$$\iff [x] = [x^- \lor y^-, x^+ \land y^+]$$

The same is proven for $y$.

Figure 4. Inter-temporal constraint propagation on tubes. The purple area is the contracted tube.

Proposition 3. The minimal contractor associated with a translation (delay) $\forall t \in [0, \infty[, x(t) = y(t - T)$ is

$$C_{\text{delay}} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} [x^- \lor y^-(t - \tau), x^+(t) \land y^+(t - \tau)] \\ [x^- (t + \tau) \lor y^-(t), x^+(t + \tau) \land y^+(t)] \end{pmatrix}$$

Proof. The proof is immediate considering Proposition 2. Fig. 4 illustrates this notion. The purple area represents the tube $[x^- (t) \lor y^-(t - \tau), x^+(t) \land y^+(t - \tau)]$.

4. Cooperative localization as a constraint satisfaction problem

The cooperative localization problem we described in equation 2 can be considered as a constraint satisfaction problem on tubes and thus we shall apply the contractors presented in section III.

Let’s consider a group of multiple AUVs. For any AUV $j$ in our group, we can contract the tubes $[x_j]$ and $[h_j]$ using the integral contractor from
5. Test cases

In all the test cases, we consider fast and far-spaced AUVs defined by the following evolution equation:

\[
\begin{align*}
\dot{x}_i(t) &= \left( u_{i1}(t), \cos(u_{i2}(t)) \right) + n_i(t) \\
\dot{u}_i &= \left( u_{i1}, \sin(u_{i2}) \right)
\end{align*}
\]

where \( u_{i1}(t) \) and \( u_{i2}(t) \) are the components of vector \( u_i(t) \). They are respectively the given speed and steering command to robot \( i \). The vector \( x_i \) contains the abscissa \( x_i \) and ordinate \( y_i \) of the robot \( i \). \( n_i(t) \) is the state noise.

5.1. Simple example with 2 AUVs.

Let us first demonstrate the contractions with a simple example involving only two AUVs. The AUVs follow a circular trajectory such that:

\[
\begin{align*}
\dot{x}_1(t) &= 10 \\left( \sin t \cos t \right) \\
\dot{x}_2(t) &= 10 \\left( \sin(t + \pi) \cos(t + \pi) \right)
\end{align*}
\]

The state and clock noises are considered higher for the receiving robot than for the emitting robot to clearly illustrate the contraction.

For AUV 1, \( n_1(t) = 0.1 t \) and \( n_2(t) = 0.01 t \)

For AUV 2, \( n_1(t) = t \) and \( n_2(t) = 0.1 t \)
AUV 1 starts at \((10, 0)^T\) and AUV 2 at \((-10, 0)^T\). Fig. 7 illustrates this example. We consider the celerity of the sound \(c = 100\) m/s to simplify. Using (8) and (9) the AUVs can estimate their position and clock over time thanks to the tubes enclosing the real value. However, the width of the tubes will increase indefinitely if nothing is done.

AUV 1 sends a sonar ping \(k = 0\) at what it thinks is \(t = 1\) s in its own clock. This is what we note \(\tilde{a}(0) = 1\) s which is not the real time \(a(0)\). However using the inverse tube of \([h_1]\), we can get an interval \([a(0)]\) enclosing the real emitting time. Using the tube \([x_1]\) and \([y_1]\), we can then get intervals \([x_1][a(0)]\) and \([y_1][a(0)]\) enclosing the position of AUV 1 when emitting the signal.

In our example, we obtained:

\[
\tilde{a}(0) = 1.00 \quad [a(0)] = [0.99, 1.01] \quad [x_1][a(0)] = [5.21, 5.59] \quad [y_1][a(0)] = [8.26, 8.57]
\]

AUV 2 receives the transmission from AUV 1 at what it thinks is \(t = 1.37\) s. This is what we note \(\tilde{b}(0) = 1.37\) s, which is not the real time \(b(0)\). However using the inverse tube of \([h_2]\), we can get an interval \([b(0)]\) enclosing the real emitting time. Using the tube \([x_2]\) and \([y_2]\), we can then get intervals \([x_2][b(0)]\) and \([y_2][b(0)]\) enclosing the position of AUV 2 when receiving the signal.

In our example, we obtained:

\[
\tilde{b}(0) = 1.37 \quad [b(0)] = [1.22, 1.51] \quad [x_2][b(0)] = [-4.67, 0.90] \quad [y_2][b(0)] = [-11.49, -8.16]
\]

We can then apply our forward-backward algorithm on (4) to contract the intervals of AUV 2. The output is as follow (the contracted values have been emphasized):

\[
\tilde{b}(0) = 1.23 \quad [b(0)] = [1.22, 1.23] \quad [x_2][b(0)] = [-4.67, -1.25] \quad [y_2][b(0)] = [-11.49, -9.98]
\]

We notice that the box around the position on AUV 2 at the reception of the signal has been properly contracted. The interval enclosing the real time of reception was also contracted which allowed us to re-synchronize the clock from 1.37 s to 1.23 s at the reception of the signal. Fig. 8 illustrates the principle of clock re-synchronization. We then use the integral contractors (8) and (9) to propagate the constraint to the rest of the tube. All the results of this simulation will be shown in Fig. 14 and the procedure will be explained step by step at the end of this article.

5.2. Full simulation with 6 AUVs.

Let us now consider a group of 6 simulated AUVs following two circular trajectories:

\[
\forall i \in \{1, 2, 3\}, x_i(t) = 10 \begin{pmatrix} \sin t - 10 \\ \cos t \end{pmatrix}
\]

\[
\forall i \in \{4, 5, 6\}, x_i(t) = 10 \begin{pmatrix} \sin t \\ \cos t \end{pmatrix}
\]

All other parameters are the same than in Example 1. Each robot is equipped with a simulated data pinger with a range of 5m emitting its position box and clock interval every 10 seconds. Any robot at a distance more than this range will not receive the ping. We suppose that AUVs \(i = 1, 2, 3\) go to the surface when \(x_i(t) < -9\) m. Therefore they can access the GPS to contract their position box and clock interval. AUV 4, 5 and 6 however never go to the surface and have to localize themselves using only the received pings from other AUVs. The simulation is presented in Fig. 9 and results for AUV 4 in Fig. 10-(2).

We illustrated the method with online propagation only, meaning that we contracted the tubes only in the direction of time increasing. However it is possible to consider offline propagation as well, in which we retro-propagate the contractions in decreasing time once the simulation or experiment is done. Fig. 10-(3) illustrates the principle. Offline localization allow us to contract the tubes of the AUVs with much better accuracy but is only useful once the experiment is over. This simulation runs in realtime on a 3.2 GHz dual core processor.
5.3. Sea testing with 2 real AUVs.

Let us now demonstrate the capacity on our algorithm at sea with the two AUVs from the company CISCREA presented in Fig. 11. As no regulator was implemented onboard, we had to command the AUVs with a joystick, make them follow approximate circles and reconstruct their trajectories by measuring the command \( u \) from the joystick every 0.001 s. AUV1 was staying at the surface so it could continuously use its GPS to contract its position and synchronize its clock. AUV 2 was staying underwater communicating with AUV 1 through a data pinger.

Before putting the robots in the water, we purposefully unsynchronized the clock of AUV 2 so it would be drifted 2 seconds forward. The trajectories of the AUVs and sonar pings are represented in Fig. 12 and the result of the contractions on the position and clock of AUV 2 are presented in Fig. 13.

We notice that on the first ping received by AUV 2, its position is contracted and its clock re-synchronized to be only 0.1 s apart from AUV 1. However the following pings only contracted the position but not the clock any more as the state noise was too high compared to the clock drift. This shows the limits of our algorithm as the two first test cases were considering a high clock drift of 0.1 s per second. In actual AUVs, the clock only drifts a few picoseconds per second. Therefore, on small length missions like presented in these test cases, there is no effective contractions on actual clocks drift, except if the clocks are initially drifted for a few seconds before the start of the mission. We could also imagine long term missions of several months, or consider AUVs staying asleep at the bottom of the ocean for several months before awakening with their clock drifted for a few seconds.
6. Conclusion

Localizing a group of AUVs while synchronizing their clocks is a difficult problem, mainly due to the inter-temporal constraints on uncertain times. To solve the problem, this paper has first introduced the notion of tube, which encompasses the information needed to guarantee possible associations upon trajectories. Then, an arithmetic has been developed around this notion, and some minimal contractors have been proposed.

Then we treated our cooperative localization problem as a constraint satisfaction problem and contracted the boxes around the positions of the AUVs and their clock using a forward-backward algorithm on the inter-temporal measurements with sonar pings. Several test cases were provided, proving the efficiency of the algorithm when the uncertainty on the position and the clock drift had the same order of magnitude. However we also shown that the algorithm was ineffective at contracting the clock when the orders of magnitude were too far apart, especially on short term missions with accurate clocks.

As with most interval-based methods, the proposed approach could be combined with probabilistic methods [1] and made robust with respect to outliers by relaxing a given number of constraints [12].

Finally, in order to share our research with the community, we integrated Tubes, their properties, operators and minimal contractors presented in this article to IBEX (Interval-Based EXplorer), a powerful library for interval computation. You can download IBEX and our tube integration on http://www.embers.fr/ibex/ The source codes for the test cases are available on http://aymericbenthencourt.com/swarm/ along with videos of the simulation and experiment.
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![Figure 13. Result of the contracted tubes for (a) the ordinate of AUV 2 and (b) its clock (with a zoom on the important area).](image)


Figure 14. 1. AUV 1 sends a ping at what he thinks is \( t(0) \) in its clock. 2. We use the tube inverse of \( h_1 \) to compute that the ping was actually sent at a time enclosed in \([a(0)]\). 3. We use the tubes \([x_1]\) and \([y_1]\) to compute the position of AUV 1 when sending the ping. 4. The ping sent to AUV 2 contains the data \([e(0)], [y_1(0)]([a(0)])\) and \([x_1(0)]([a(0)])\). 5. AUV 2 receive the ping at what he thinks is \( b(0) \) in its clock. 6. We use the tube inverse of \( h_2 \) to compute that the ping was actually received at a time enclosed in \([b(0)]\). 7. We use the tubes \([x_2]\) and \([y_2]\) to compute the position of AUV 2 when receiving the ping. 8. We apply the forward-backward algorithm presented in section III, which contract the intervals \([x(0)], [y_2(0)]([b(0)])\) and \([x_2(0)]([b(0)])\). 9. We apply the contraction to the tube \( h_1 \) which has the effect of re-synchronizing the clock if not included in the contracted tube. Fig 8 illustrates this step. 10. We can compute a supposed receiving time in the robots clock if it was synchronized. 11. We apply the contractions to the tubes \([x_2]\) and \([y_2]\). 12. We use the integral contractors presented in section IV to propagate the constraint to the rest the tube.