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CHAPTER 1

INTRODUCTION

1.1 Overview of underwater vehicles

With more and more concerns about the abounding and valuable ocean resources,
these years have witnessed a remarkable growth in the wide range of underwater com-
mercial activities for offshore oil and gas exploration, ocean survey especially focusing
on undersea exploration and exploitation, and even extensively for salvage operations
related to disastrous accidents occurred undersea. There are three main types of vehicles
used in underwater activities, named as MUVs, ROVs and AUVs.

MUVs The human-occupied submersibles, or called Manned Underwater Vehicles
(MUVs) with good abilities of directly manoeuvring and in-situ observation, have
been widely utilized in commercial activity and scientific research, and reached
the zenith in the late 1960s and early 1970s. In Figure 1.1, it shows one of the
world’s first manned deep-ocean submersibles Alvin, which has made more than
4,400 dives since it was built in 1964. However, these manned submersibles are
equipped with complex handling systems, and they significantly cost many extra
efforts in order to guarantee the critical vital safety of crew aboard.

ROVs Remotely Operated Vehicles (ROVs) physically connected via an umbilical cable
to receive power and data, still with human operator in the loop but not inside the
vehicle, are successful substitutes being low-cost vehicles designed to reach deep
water greater than 1000ft. ROVs have impressive work capability for teleoperated
subsea intervention during underwater installation, manipulation and inspection.
Today, ROV becomes a well-established technology frequently used in the offshore
industry, most notably in the commercial offshore oil and gas, pipeline and cable
industries. The first ROV system used by the oil and gas industry, and extensively
used by ocean researchers later, is the ROV Jason shown in Figure 1.2(a). The
hybrid ROV and crawler Roving Bat developed by ECA company, France, illustrated

1



2 Chapter 1 : Introduction

(a) Alvin carries two scientists and a pilot (b) Alvin dives underwater

Figure 1.1 – MUV Alvin, courtesy of the Woods Hole Oceanographic Institution(WHOI)

in Figure 1.2(b). Roving Bat is capable of reaching a target in free-flying mode and
sticking to any vertical surface, such that it is quite suitable for hull inspection of
immersed structures.

Nevertheless, the long umbilical cable, linked with the mother ship, greatly inhi-
bits the speed and the moving range of the ROV, requiring the mother ship being
equipped with deck gear capable of winding up this cable, and significantly res-
tricting ship movement while deployed.

(a) The Jason ROV , courtesy of the WHOI (b) The Roving Bat ROV, courtesy of the ECA

Figure 1.2 – Photos of two typical ROVs

AUVs More recently, with the development of advanced underwater technology, Au-
tonomous Underwater Vehicles (AUVs) without human’s occupation are steadily
becoming the next significative step in ocean exploration, due to their freedom
of full free-swimming, relieved from the constraints of an umbilical cable. Hence,
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these vehicles are also called Untethered Underwater Vehicles (UUVs). Such ve-
hicles carry their own energy supplies and operate completely autonomously, as
limited underwater acoustic communications only support intermittent human in-
teraction and mainly work for vehicle emergencies. Nowadays there has been gra-
dually growth in the AUV industry worldwide which would be on an unpreceden-
ted scale and AUVs will carry out interventions in undersea structures in the fu-
ture [Whitcomb, 2000]. With further research results and technological advances,
AUVs have the potential for supplementing or even substituting ROVs for deep
water operations, and AUVs in a team hold considerable potential for challenging
scientific and commercial missions at sea. In Figure 1.3(a), there is a low-cost and
light weight AUV (30kg) Taipan developed at LIRMM, which can be easily laun-
ched from shore and accomplish coastal hydrographic survey. In Figure 1.3(b),
one of the leading heavy AUV Remus6000 (862kg) developed by Hydroid LLC., is
launched for larger area search/survey and vulnerable deep-sea exploration up to
6000 meters.

(a) The Taipan AUV, courtesy : LIRMM (b) The Remus6000 AUV, courtesy : Hydroid

Figure 1.3 – Photos of two typical AUVs

Other than three main types of vehicles mentioned above, there are some other types
of vehicles activated in marine society, such as towed vehicles, underwater gliders and
autonomous surface vehicles(ASVs). Moreover, recent applications using Intervention
Autonomous Underwater Vehicles (IAUVs), have demonstrated the feasibility of auto-
nomous underwater manipulations, controlled via acoustic links, thus removing the
disturbing effects of the umbilical cable (http ://www.freesubnet.eu).

To avoid confusion in discussing vehicle issues, we include the Autonomous Sur-
face Vehicle (ASV) or called an Unmanned Surface Vehicle (USV), and the Autonomous
Underwater Vehicle (AUV) or called an Unmanned Underwater Vehicle (UUV) as mem-
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bers of a broader class called Autonomous Marine Vehicle (AMV), as an AMV could be
classified as " a vessel not under command" at all times in [Curtin et al., 2005].

On the other hand, as a group of coordinated multiple vehicles dealing with tasks
provides flexibility, robustness and efficiency beyond what is possible with single robot,
there is one attractive scenario for underwater activities–the AUV team concept, which
could be a mix of several low-cost specific purpose AUVs, guided and controlled by one
or two higher cost AUVs. The employment of multiple AUVs has significant advantages
for both military and commercial applications. A team of underwater vehicles could sur-
vey large ocean areas more rapidly and cost-effectively than that could be accomplished
with a single AUV or ship [McDowell et al., 2002].

1.2 Applications of autonomous underwater vehicles

AUVs are underwater "robots" that can be used for many different underwater ap-
plications, such as underwater exploration and documentation, recoveries, inspections,
search and rescue, trenching, cable burial and much more.

Recent technological advances have stimulated a broad interest in autonomous ve-
hicles. The development of powerful control techniques for single vehicles, the ex-
plosion in computation and communication capabilities have raised interest in multi-
vehicle system which can cooperate each other and perform new capabilities. The types
of applications of both single vehicle and multiple vehicles envisioned are numerous.
Global expenditure on Autonomous Underwater Vehicles (AUVs) will total $2.3 billion
over the next decade (2010− 2019) according to business analysts, Douglas-Westwood,
who also predicts that around 1,400 AUVs will be required over the next decade. Mili-
tary, oil and gas, and research sectors are the main reasons for the increased demand in
the key AUV market[Douglas-Westwood, 2009], as shown in Figure 1.4.

1.2.1 Applications of single AUV

The applications of autonomous underwater vehicle are very wide and cover all
kinds of underwater activities. The following part gives some representative examples
among inexhaustible practical AUV applications.

• Underwater survey
Presently, AUVs are mostly used for survey mission, such as gathering environ-
mental data for scientific application, and searching for hazards such as mines in
military task. AUV surveying is also established as the most accurate and efficient
method for pipeline routing and site surveying. For the oil and gas industry, the
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Figure 1.4 – Prospects of AUVs application market, courtesy of the Douglas-Wstwood

cost reduction of a survey performed with an AUVs instead of a towed vehicle is
up to 30% and the data quality is generally higher [Antonelli et al., 2008].
In the early start of 1997, the AUV HUGIN I was used for the surveying of Statoil’s
Aasgaard pipeline route sketched in Figure 1.5(a), and then the AUV HUGIN II
was also engaged to do seabed surveying in the Ormen Lange gas field in the
Norwegian Sea in 2002. Ormen Lange is a significant gas province located in an
area with water depths around 1000 metres, and parts of the area contain very
rough terrain with significant slide areas. The HUGIN AUVs have proven their
legitimacy through excellent survey data quality and high level of details as shown
in Figure 1.5(b). The detailed information unveiled by the survey contributed
significantly to the work of planning and selecting the most optimal site and route
for the production and pipeline installations.

(a) Hugin AUV gas route survey (b) The Ormen Lange gas field

Figure 1.5 – Seabed gas route surveying using the AUV Hugin, courtesy of KONGSBERG(left)

and Hydro(right)

• Underwater intervention
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Although ROV are widely involved in interventions tasks such as opening or clo-
sing of a faulty valve, checking for hydrocarbon leaks or light maintenance repair,
they can be enormously costly due to the main heavy expense of the tethered
supporting vessel. The Autonomous Light Intervention Vehicle (ALIVE) with two
manipulators, was devoted to broaden the scope of tasks carried out by AUVs as
opposed to ROVs, economically carrying out light intervention tasks on standard,
un-modified underwater structures. Sea trials of ALIVE have been successfully per-
formed and coped well with difficult sea conditions, docking onto a subsea struc-
ture and carrying out pre-programmed operations, including opening and closing
valves with its hydraulic arm, as the illustrative scheme shown in Figure 1.6(a).
In Figure 1.6(b), a semi-autonomous underwater vehicle with a 7 degree of free-
dom (DOF) robotic manipulator for intervention missions, is operated by Uni-
versity of Hawaii. Additional intervention applications being envisaged include

(a) Intervention AUV ALIVE, Cybernetics (b) Intervention AUV SAUVIM, Univ. of Hawaii

Figure 1.6 – Underwater intervention of AUVs

assistance in rescue operations, archaeological missions, hazardous materials col-
lection where a light vehicle, cost-effective and easy to mobilize, is promising to
replace a ROV.

• Underwater volcano observation
The Autonomous Benthic Explorer (ABE) was used to explore the active underwa-
ter Brothers Volcano roughly 537 kilometers northeast of New Zealand in 2007,
and scientists from the Woods Hole Oceanographic Institution (WHOI) turned the
sonar data collected by ABE into a richly textured three-dimensional seascape of
the Brothers Volcano. In Figure 1.7, this view looks from the south into the crater
at the summit of the volcano, the site of recent eruptions and ongoing hydrother-
mal venting, and sonar images reveals there are two volcanic cones with intense
hydrothermal systems after its summit. In order to get sonar data of the volcano,
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ABE adopts 3-phased approach to ocean volcano exploration. First, guided by the
chemical signals from a volcano using in-situ sensors. Second, flying closer to the
seafloor and intercepting the hydrothermal plumes rising up above the seafloor.
Finally, using obstacle avoidance techniques to stop it crashing into the rocky ter-
rain while taking sonar data of what it has found : hydrothermal venting of the
volcano [WHOI, 2007].

(a) 3-phased approach to volcano exploration (b) Observed paints map of deep-sea volcano

Figure 1.7 – AUV ABE exploration and observation of underwater volcano, courtesy of Christo-

pher German(left), and the National Oceanic and Atmospheric Administration(NOAA)(right).

1.2.2 Applications of multiple AUVs

Recently, there has been much research activity focusing on coordinated control of
multiple autonomous vehicles. Applications of multi-vehicle systems cover the whole
world, in space, in the air, on land and at sea. Examples include satellite, spacecraft
and aircraft formation flying control, cooperative control of mobile robots, coordinated
control of marine (surface and underwater) vehicles, and even the whole collaboration
for land, air, sea, and space vehicles [Murray, 2007]. Multiple vehicles in one team dea-
ling with tasks could provide flexibility, robustness and efficiency beyond what is pos-
sible with single vehicle. Multi-vehicle systems enable enhanced and advanced opera-
tion through coordinated and cooperative teamwork in civilian, industrial and military
fields, such as space-based interferometers, intelligent surveillance and reconnaissance,
patrolling in hazardous environment, undersea oil pipeline inspection, and even hi-tech
unmanned combat.

• Fast acoustic coverage
One typical coordinated scenario of multiple underwater vehicles can be envisio-
ned : A fleet of AUVs is required to get fast acoustic coverage of the seabed shown
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in Figure 1.8. In this valuable mission, vehicles are requested to fly above the
seabed at the same depths along parallel paths, and map the seabed using same
suites of acoustic sensors, for examples, side-scan sonar and sub-bottom profile.
While following parallel paths in the manner of synchronization as a whole, mul-
tiple AUVs are able to build the acoustic 3D coverage overlap along the seabed,
such that large areas can be completely covered in a short time. An Autonomous
Surface Craft (ASC) in the high layer or another AUV in the medium layer that
will operate in close cooperation with AUVs in the lower layer, as a mobile relay
for fast communications. In the scenarios considered, the ASC will be equipped
with a differential GPS receiver, an ultra short baseline unit (USBL), a radio link,
and a high data rate communication link with the AUV that will be optimized for
the vertical channel. By properly maneuvering the ASC to always remain in the
vicinity of a vertical line with the AUV, a fast communication link can be establi-
shed to transmit navigational data from the DGPS and USBL units to the AUV and
ocean data from the AUV to the ASC, and subsequently to an end-user located on
board a support ship or on shore via an aerial radio link.

Figure 1.8 – Coordinated ASC and AUVs

• Cooperative underwater intervention
In Figure 1.9, the project Trident develops new forms of cooperation between an
Autonomous Surface Craft and an Intervention Autonomous Underwater Vehicle,
going beyond present-day methods which are typically based on manned and/or
purpose-built systems [Sanz et al., 2010].
Firstly, the Intervention AUV performs a path following survey, where it gathers
optical and/or acoustic data from the seafloor, whilst the ASC provides geo-
referenced navigation data and communications with the end user. The motion
of the ASC will be coordinated with that of the IAUV for precise Ultra Short Base



1.2 Applications of autonomous underwater vehicles 9

Line positioning and reliable acoustic communications. After the survey, the IAUV
docks with the ASC and sends the data back to a ground station where a map is
set up and a target object is identified by the end user. Secondly, the ASC navigates
towards a waypoint near the intervention area to search for the object. When the
target object has been found, the IAUV switches to free floating navigation mode.
The manipulation of the object takes place through a dextrous hand attached to a
redundant robot arm and assisted with proper perception. Particular emphasis will
be put on the research of the vehicle’s intelligent control architecture to provide
the embedded knowledge representation framework and the high level reasoning
agents required to enable a high degree of autonomy and on-board decision ma-
king of the platform.
This new methodology for multipurpose underwater intervention tasks with di-
verse potential applications like underwater archaeology, oceanography and off-
shore industries.

Figure 1.9 – Cooperative underwater intervention of ASC and AUV

• AUV team searching for hydrothermal vents
Underwater hydrothermal vents produce methane that does not dissolve quickly
in the water. A fleet of underwater vehicles, each equipped with a methane sensor,
can detect the source of a vent by computing on-line and following the gradient
of methane concentration, as illustrated in Figure 1.10.
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Figure 1.10 – AUVs formation searching for thermal vents

1.3 Motion control of autonomous vehicles

In order to implement varied types of practical applications, motion control of auto-
nomous vehicles is one of the essential problem to achieve the exciting objectives, and
the standard closed loop control structure is also applicable to autonomous vehicles.

1.3.1 Closed-loop marine control system

For a typical autonomous marine vehicle, the overall closed-loop control system can
be constructed by four interconnected blocks called the plant, the navigation, guidance
and control (NGC) sub-systems [Fossen, 1994], as illustrated in Figure 1.11. A descrip-
tion of the main components of a marine vehicle control system is as follows :

Figure 1.11 – Navigation, guidance and control for an autonomous marine vehicle

• Plant : the physical subsystem, i.e., the marine vehicle in this thesis, to be control-
led, usually represented by the system model to describe its dynamic behavior
during the control design.
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• Navigation : the sensor subsystem measure some physical states of the plant,
including position, course and distance traveled, or even the velocity and accele-
ration as well. It also includes filters and observers used to continuously estimate
states that are not directly measured.

• Guidance : the reference subsystem using the guidance law, continuously com-
putes the desired position, velocity and acceleration for the subsequent control
subsystem, based on the target location, operator commands (if any), external
data, obstacle information, and the output states from the navigation subsystem.

• Control : the kinematic or dynamic feedback control law, that determines the
appropriate forces and moments in order to satisfy a certain control objective. It
is necessary to optimally allocate the generalized forces τ to the actuators with
physical limitations in terms of control input u.

In marine surface vehicle application, a Global Navigation Satellite System (GNSS)
combined with an Inertial Navigation System (INS) usually constitutes the navigation
system. The GNSS positioning system with specified constellations GPS or GALILEO,
provides the absolute position and translational velocity. The INS measures linear acce-
leration by onboard accelerometers and orientation angles by onboard gyroscompasses.
However, in underwater vehicle application, GPS are not available as the electroma-
gnetic signals do not penetrate below the sea surface, hence Dead-reckoning (DR) is
needed to fill gaps in GPS-denied coverage. Suffered from the accumulated error from
DR which using INS sensing of the vehicle’s self motion to deduce the vehicle’s position,
the underwater vehicle must periodically surface for GPS position fix. Another alterna-
tive way is that an acoustic beacon navigation for underwater vehicle positioning can be
used, such as Long Baseline (LBL) or Ultra-short Baseline (USBL) Systems, to constrain
DR/INS drift without the need for resurfacing.

1.3.2 Motion control design

Although all the three NGC subsystems in the whole closed-loop marine control
system are important, the control subsystem is the key element. In this thesis, the main
concern is dealing with the motion control design to build the control subsystem. In the
following subsections, several main types of motion control tasks are briefly described,
and the advantages and disadvantages are exposed, which inspire the new intentions of
motion control strategy proposed in this thesis.
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1.3.2.1 Conventional strategies

Conventionally, the motion control problem addressed in the literature can be clas-
sified into three basic categories : point stabilization , trajectory tracking and path fol-
lowing [Laumond, 1998]. However, some modified control strategies are introduced in
order to improve the control performance, such as the maneuvering modified trajectory
tracking [Hauser and Hindman, 1995], which motivates a new control problem state-
ment called the maneuvering problem [Skjetne, 2005].

• Point stabilization
the vehicle is stabilized at a desired goal posture (position and orientation), from
a given initial configuration.
Point stabilization of vehicles with nonholonomic constraints presents a true chal-
lenge to control system designers, since there is no smooth (or even continuous)
constant state-feedback law to achieve the goal, as pointed out by the well-known
Brockett’s theorem in [Brockett, 1983]. To overcome this theoretical obstruction,
three main approaches have been proposed among the numerous literatures, i.e.,
smooth time-varying control laws, discontinuous feedback laws and hybrid dis-
crete/continuous control laws. In [Kolmanovsky and McClamroch, 1995], there is
a comprehensive survey of the feedback control techniques elaborated for this
control problem.

• Trajectory tracking
the vehicle is required to track a time parameterized trajectory, i.e., a geometric
path with an associated timing specification. Therefore, the trajectory tracking
control objective can be considered to implement a time×space task, that is the
intersection set of spatial task and temporal task.
The trajectory tracking (TT) problem for fully actuated systems is by now
well understood, and satisfactory solutions can be found in standard non-
linear control textbooks [Khalil, 1996]. However, in the case of underactua-
ted vehicles, that is, when the vehicle has less actuators than state variables
to be tracked, the problem is still a very active topic of research. Feed-
back linearization methods [Walsh et al., 1994] and Lyapunov based control
designs [Jiang and Nijmeijer, 1997] have been proposed, and applications to
underactuated ships and autonomous underwater vehicles can be found in
[Pettersen and Nijmeijer, 2001] and in [Do et al., 2004a] respectively.

• Path following
the vehicle is required to converge to and follow a desired geometric path, without
any temporal specifications. Therefore, the path following control objective can be
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considered to implement a pure spatial task.
Path following (PF) control has received relatively less attention than the other two
problems. The pioneering work in this field can be referred to the work of Samson
[Samson, 1992, Micaelli and Samson, 1993]. Later, path following algorithms for
marine vehicles have been reported in [Encarnacao and Pascoal, 2000], and the
improved path following control of autonomous underwater vehicles was stated in
[Lapierre et al., 2003] by introducing a collaborative virtual target moving along
the path to overcome stringent initial condition in previous path following stra-
tegy.
The underlying assumption in path following control is that the vehicle’s forward
speed tracks a desired speed profile, while the controller only acts on the vehicle
orientation to steer it to the path.

1.3.2.2 Advantages and disadvantages

Actually, in many practical applications, such as underwater route surveying or pipe-
line inspection, motion control of steering an autonomous vehicle to follow a predefined
path or track a desired trajectory, is far more frequently adopted than stabilizing the ve-
hicle in a fixed posture. Hence, the path following and trajectory tracking control attract
more concerns in this thesis. It is useful to compare them and show the advantages and
disadvantages, in order to give the guidance how to choose the suitable control method
according to different tasks. The comparison is based on following two aspects :

• Spatial convergence
As the path following control only focuses on the geometric task without any
temporal restriction, the vehicle is not obliged to adjust its speed according to
the path reference which has no time constraints, and only need to follow the
predefined speed profile. Hence, there is no actuator saturation occurring in the
path following control. Whereas in the case of trajectory tracking, the vehicle is
forced to catch up the evolving reference on the trajectory, due to the strict time
constraints coming from the time-parameterized trajectory. Therefore, the path
following control has the advantage to achieve smoother convergence to a path
when compared to the aggressive maneuvers requested by the trajectory tracking
controller, and the control signals in path following control are less likely pushed
to saturation as analyzed in [Hindman and Hauser, 1996].

• Temporal convergence
On the other hand, as there is no temporal specification in the path following
task, there is no temporal convergence which can be guaranteed by path following
controller. Conversely, the trajectory tracking controller fulfills both the spatial and
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temporal requirements, such that it has the advantage to implement some time-
critical assignments.

In order to clarify the above mentioned differences, a simulation example including
trajectory tracking and path following is given as follows.

By using the trajectory tracking controller proposed in (4.4) and the path following
controller proposed in [Lapierre et al., 2003], the simulation is performed to straight-
forwardly show the characteristics of path following and trajectory tracking strategies.
The reference path to be followed was set as x(γ) = 0, y(γ) = −6 + 6cos(0.04πγ) with
γ̇(t) = 1.0m/s.The initial vehicle surge and angular speeds are u(0) = 1.0ms−1, r(0) =

0rads−1, and the initial posture is set as x(0) = 4m, y(0) = −8m,ψ(0) = π/2.

(a) Spatial convergence of trajectory tracking (b) Spatial convergence of path following

(c) Temporal convergence of trajectory tracking (d) Temporal convergence of path following

Figure 1.12 – Trajectory tracking versus path following : spatial and temporal convergence

In terms of spatial performance, Figure 1.12(a) refers to the pure trajectory tracking
case, and from the x − y trajectory depicted in this Figure, one can clearly see that the
vehicle aggressively approach to the trajectory, and turns back in its attempt to be at
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the given reference point at the prescribed time. In the pure path following case, the
convergence to the path is very smooth as depicted in Figure 1.12(b).

In terms of temporal performance, Figure 1.12(c) shows the time errors (by com-
paring relative posture of the vehicle and the reference point) quickly converge to zero
driving by the trajectory tracking controller. However, Figure 1.12(d) shows that the
time errors do not converge to zero and the vehicle always stays behind of the reference
trajectory, as the path following primarily concerns the spatial convergence and does
not need to respect the time specification, such that the vehicle only steers the orienta-
tion, but keeps the same surge speed and do not follow the time-varying speed of the
reference point on the trajectory.

1.3.2.3 Modified strategies

From the simulation results shown in Figure 1.12, it illustrates that there are some
spatial and temporal trade-offs between trajectory tracking and path following. Subse-
quently, one may expect that one controller could balance and benefit from both the
path following and trajectory tracking performance. Then, the new concept of maneu-
ver modified trajectory tracking came up, which was proposed by Hauser and Hinder
[Hauser and Hindman, 1995] and was applied to autonomous underwater vehicles in
[Encarnacao and Pascoal, 2001] later.

• Maneuver modified trajectory tracking (MMTT)

In [Hauser and Hindman, 1995], the authors assume that a trajectory tracking
controller for a given system is available and that a Lyapunov function is known that
yields asymptotic stability of the resulting control system about a desired trajectory.
In order to execute a path following maneuver, the vehicle should "look at the closest
point on the path" and adopt the posture of a virtual vehicle moving along the path at
the closest point as a reference to which it should converge.

In fact, the MMTT strategy shows how to blend into a single control law trajectory
tracking and path following behaviors, thus achieving smooth spatial convergence to the
trajectory as well as time convergence. This is accomplished by modifying the projection
function through the addition of a time dependent penalty term to obtain the projection.

However, two constraints in MMTT should be figured out :

(a) Complex projection algorithm

In order to modify the trajectory tracking controller by injecting path following
behavior, the not-trivial projection mapping of the current vehicle states to the tra-
jectory is required to get the closest reference point in terms of relative distance
and time difference criterions. Obviously, the procedure of minimization should be
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done online to search the projection mapping point, which results in the control
complexity and computation burden.

(b) Path limitations and local stability

There are some technical conditions on the path shapes and path parameteriza-
tions [Hindman and Hauser, 1996] in order to avoid the singularities for the pro-
jection algorithm, which is locally well defined with the "no sharp corners" and
"non-intersecting" assumptions of the desired path, such that only local stability is
achieved in the MMTT control design.

• Maneuvering problem

Inspired by the MMTT strategy, Skjetne formally defined the maneuvering problem
in [Skjetne et al., 2004, Skjetne et al., 2005], where the temporal and spatial tasks are
separated into two-folder tasks, i.e., a geometric task and a dynamic task. The geometric
task, can be taken as path following, steering the vehicle to converge and stay on the
path, while the dynamic task normally forces the vehicle to reach the desired speed assi-
gnment. An extra degree of freedom from a deliberate path parameter, is used to bridge
the two separated tasks in the whole control design. The dynamic gradient minimiza-
tion algorithm embedded in the maneuvering design, relaxes the restrictions imposed
on the desired paths resulted by the projection algorithm in the MMTT design.

Although the dynamic task can be defined as a time assignment other than the speed
or acceleration assignment in the maneuvering problem, the maneuver controller will
be directly degenerated into a pure trajectory tracking controller in this case. This is
the basic difference from MMTT control where trajectory tracking and path following
are blended in a single control, achieving both the smooth spatial convergence to the
trajectory and time convergence together.

• Comparison among different strategies

Now, we can make a conclusion about two conventional motion control strategies of
trajectory tracking (TT) and path following (PF), and two modified strategies of modi-
fied maneuver trajectory tracking (MMTT) and the maneuvering strategy. The result is
shown in Table 1.1.

By checking the comparison result in Table 1.1, if the time specification should be
respected and smooth spatial convergence is simultaneously expected, it motivates a
good intention to find another way and design a new type of modified trajectory tra-
cking controller, in order to relieve the singularity and achieve global convergence, and
decrease computational complexity as well.
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Table 1.1 – Comparison of four motion control methods

Controller TT PF MMTT Maneuvering

Temporal convergence guaranteed not guaranteed guaranteed guaranteed a

Spatial convergence aggressive smooth smooth smooth
Extra DOF no yes no yes
Singularity no no b yes no
Complexity low low high medium

aIf the time assignment is required to be guaranteed, the maneuvering problem is degenerated into
pure trajectory tracking (Refer to page 35 in [Skjetne, 2005]).

bThe singularity of path following control can be relieved by the proposed control design in
[Soetanto et al., 2003, Lapierre et al., 2003].

1.3.2.4 New strategy : path tracking

Opposite to the MMTT strategy which goes from trajectory tracking to path follo-
wing, a new strategy is proposed in the thesis to blend the trajectory tracking and path
following in a single controller, by designing the controller to go from path following to
trajectory tracking, named path tracking in abbreviative notation. Rather that, it can
be considered as maneuver modified path following (MMPF) being analogous to the
counterpart MMTT strategy.

In MMTT strategy, a trajectory tacking controller is assumed to be available. In order
to execute a path following maneuver, the vehicle find a closest point on the path as a
reference by means of projection mapping. And then, the path following is well merged
into trajectory tracking controller, through modifying the projection function with a
time dependent penalty term.

Actually, the path tracking strategy proposed in this thesis, is based on the nonsin-
gular path following controller in [Lapierre et al., 2003, Soetanto et al., 2003], where a
virtual target that is not coincident with the projection of the real target on the path is
introduced, and an extra degree of freedom from the virtual target is instrumental for
controller design. With the available path following controller, the next step is how to
blend the trajectory tracking behaviors into the path following control, thus achieving
smooth spatial convergence to the desired trajectory as well as time convergence. This is
accomplished by modifying the path following Lyapunov function through the addition
of a time dependent penalty term (τ − τd), where τd is the time related parameter for
the desired trajectory and τ is the virtual time related parameter with extra degree of
freedom in order to achieve path following behavior. This concludes the path tracking
control design which goes from path tracking to trajectory tracking. Therefore, the path
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tracking control objective can be considered to implement a time+space task, that is
the union set of spatial task and temporal task, to primary achieve spatial convergence
while approaching to the temporal specification in the end.

The virtual time parameter (corresponding to a virtual target on the path) plays an
important role in path tracking strategy. When the vehicle is far away from the real
target, the virtual target will adjust its speed (or even move backwards) and help the
vehicle smoothly converge to the path ; when the vehicle is close to the target, it will
increase its speed and lead the vehicle to catch the real target and achieve the time
assignment in the sense of trajectory tracking. Thus, smooth but not aggressive spatial
convergence is achieved with the time convergence as well, and it is also less likely
pushed into actuation saturation.

Difference from existing strategies

In [Hindman and Hauser, 1996], the projection mapping of the current vehicle
states onto the path was employed to determine the closest reference on the trajec-
tory. However, no projection is required to find a reference in path tracking control
design, and an instrumental virtual target moving along the path with extra degree of
freedom is taken as a reference. Actually, this difference is basically reflected by the fact
that MMTT goes from trajectory tracking and path tracking goes from path following to
trajectory tracking. In addition, feedback linerization method was used for the MMTT
control design, and the nonlinear control design method is adopted in path tracking.

Moreover, the restricted assumptions of "no sharp corners" and "non-intersecting",
imposed on the desired paths for the maneuver modified trajectory tracking design in
[Hindman and Hauser, 1996], and later followed by the combined trajectory tracking
and path following design in [Encarnacao and Pascoal, 2001], is relaxed in path tra-
cking design and global tracking is achieved, by using the extra degree of freedom of
the virtual target acting as a tracking reference on the path.

In [Skjetne et al., 2004, Skjetne et al., 2005], the geometric task (path following be-
havior embedded) and the dynamic task (speed, acceleration assignment) is separated
in the maneuvering problem, where the design of following the path and the desired
motion along the path can be approached individually. However, these two tasks are
merged into a single controller in path tracking strategy.

On the other hand, the dynamic task in maneuvering control is usually defined as
a speed assignment but not an exact time assignment, such that the time convergence
is not strictly guaranteed. If the dynamic task is defined as a time assignment, the ma-
neuver controller will be directly degenerated into a pure trajectory tracking controller
as mentioned before. This is the basic difference from path tracking control, where the
time convergence is reached and smooth spatial convergence to the trajectory is achie-
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ved as well.

1.3.2.5 Further step : coordinated formation control

After addressing the problem of motion control for the single vehicle, it makes sense
to go one step further, to address the problem of coordinated motion control for multiple
vehicles. In this thesis, two main streams are followed for coordinated formation control
of multi-vehicle system. One is the coordinated path following (CPF), and the other is
coordinated path tracking (CPT).

As coordinated path following is popular used for cooperative multi-vehicle sur-
vey in marine engineering, it attracts a lot of attentions in CPF control design. Com-
pared with conventional CPF controller proposed in [Encarnacao and Pascoal, 2001,
Ghabcheloo et al., 2006a, Almeida et al., 2007a], etc., a coordinated path following
controller based on geometric formulation, is proposed in this thesis, which emphasizes
the important role of the virtual target introduced for single path following control, and
utilizes this advantage for coordination.

If time specification is required for cooperative tasks, the coordinated control pro-
blem can be addressed based on the path tracking control design. Actually, the path-
tracking based coordination of multiple vehicles is more straightforward than CPF, as
there is a simple way to find the coordination variables which are identical to the path
parameterization variables used in the formulation of path tracking problem, while the
coordination variables in the path following control, are not directly associated with the
geometric relationship of rigid formation shape.

On the other hand, the field of multi-vehicle control system have received a lot
of attention with applications towards mechanical systems, aircrafts, satellites, ships
and underwater vehicles. However, the stringent limitation introduced by inter-vehicle
communication constraints related to limited bandwidth and range of communica-
tions, is especially challenging for underwater vehicles as described in Table 1.2 in
[Schoenwald, 2000].

All-to-all communications cause heavy data flow which is not suitable for underwa-
ter vehicles due to the limited bandwidth of acoustic modems. Therefore, the topology
of the communications network must be addressed explicitly, which is also possibly
constrained by the range of communication. Tools from algebraic graph theory are used
to explicitly deal with communication topology constraints in this thesis. Moreover, com-
munication variables used for the vehicles exchanging motion-related information for
coordination, should be kept minimum to compliant to the bandwidth limitation. This
is also a practical issue to be taken into account during the coordinated control design.



20 Chapter 1 : Introduction

Table 1.2 – Characteristics of autonomous vehicles
Property/Type Ground Aerial Space Underwater

Size 1cm-10m 10cm-10m 1m-10m 10cm-100m
Autonomy full/tethered full/teleoperated full/attached to full/tethered

/teleoperated mother vehicle
Dynamics simple to complex standard standard complex
Environment easy to difficult moderate difficult severe
Communicaiton numerous numerous limited very restrictive

1.4 Contributions and organization of thesis

In this section, a brief description is given to illustrate the contributions and structure
of the thesis.

According to the detailed analysis in section 1.3, the main contribution of this thesis
are summarize as follows :

(1) The trajectory tracking and path following control problems are posed firstly, and
the advantages/disadvantages of control performances are revealed. Then, a new
control strategy, path tracking, is proposed in order to achieve smooth spatial
convergence and tight temporal performance as well.

(2) Motion control design is addressed for nonholonomic unicycle-type wheeled ve-
hicle, and then is extended to the underactuated autonomous underwater vehicles
(AUVs), based on the similarity between two kinds of vehicles. However, different
guidance strategies : approaching angle and Line-of-Sight heading guidance, are
adopted for wheeled and underwater vehicles respectively, and the resulted dif-
ficulty from the side-slip angle in underactuated AUVs is solved, where stern-
dominancy property is emphasized for well-posed control computation. Smooth
transitions of path following and path tracking control from underactuated to fully
actuated AUVs are also proposed.

(3) Coordinated motion control under formation constraint are addressed for mul-
tiple nonholonomic and underactuated autonomous vehicles, in both coordinated
paths following and coordinated paths tracking manners, where the control of vir-
tual targets moving along the path is the fundmental issue. Two approaches, the
leader-follower method based on geometric formulation of formation pattern and
the virtual structure with formation feedback, are employed to implement centra-
lized control design of coordinated formation motion, and then the decentralized
control design is achieved by resorting to the algebraic graph theory, which is used
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to represent the communication topology of multi-vehicle system and provide a
theoretical way to rigorously prove the proposed coordination laws. The flexibility
of path parameter in path tracking renders the easily implementation of coordi-
nated paths tracking, to avoid complex mathematical formulation in coordinated
paths following.

An overview of the relations between the chapters is presented in Figure 1.13. The
arrows represent the relations between the chapters, and indicate how the chapters
are divided to solve the motion control problems of nonholonomic underactuated auto-
nomous mobile and underwater vehicles, where the path following and path tracking
control are the two main objectives and trajectory tracking is the minor interest shown
as a comparative case in the thesis.

Figure 1.13 – Road map for the chapters

The chapters are organized as follows :

Chapter 2 contains the state-of-the-art of the motion control strategies.

Chapter 3 describes the problems of motion control of underactuated and nonholo-
nomic system.

Chapter 4 derives kinematic and dynamic control laws for the motion control of the
nonholonomic unicycle-type mobile robot.
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Chapter 5 extends the results in chapter 4 to the path following and path tracking
control of the underactuated AUV system.

Chapter 6 addresses the problem of coordinated path following and coordinated
path tracking for multiple underactuated vehicles, based on centralized and decentrali-
zed control strategies.

Chapter 7 summarizes the results obtained and suggests the directions of further
investigation.



CHAPTER 2

STATE-OF-THE-ART OF MOTION CONTROL

OF AUTONOMOUS VEHICLES

Numerous applications related to autonomous vehicles, including air, land and ma-
rine vehicles, are presently operational in industrial, scientific and military fields and
more ambitious applications are in engineering development. To meet various goals of
different applications, vehicles must be equipped with control systems to steer them to
achieve various motion tasks, and considerable interest in the development of advance
methods for motion control problems. Namely, point stabilization, trajectory tracking
and path following control.

Point stabilization is a point-to-point motion, stabilizing the system at a desired tar-
get point from a initial point. According to the viewpoint of Walsh [Walsh et al., 1994],
the objective of trajectory tracking controller is to stabilize a system about a trajec-
tory instead of a fixed point, such that the stabilized solution is explicitly time-varying.
Hence, trajectory tracking can be taken as a generalized case of point stabilization, and
has more broad and extensive applications. As the problem of path following control is
to stabilize a system about a path without temporal specification, path following can
be considered as a relaxed case of trajectory tracking in terms of stabilizing the dis-
tance to zero between the control system and the path without any time requirement
[Morin and Samson, 2009]. Furthermore, the problem of coordinated formation control
of multiple vehicles, is based on the tracking or following motion pattern of single ve-
hicle, while the inter-vehicle geometric formation constraints is imposed on the whole
multiple vehicle team. Hence, there is an inherent link between the control problem
of point stabilization, trajectory tracking, path following and coordinated formation
control. In the following part, the state of art of these motion control problems will be
reviewed subsequently.

23
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2.1 Stat-of-the-art of individual motion control

In this part, literature review in different approaches to point stabilization, trajectory
tracking, path following and path tracking control for a single autonomous vehicle is
presented.

2.1.1 Point stabilization

It is well known that nonholonomic systems pose considerable challenges to closed-
loop feedback stabilization about a given equilibrium point. As pointed out in the
famous Brockett theorem of necessary conditions for smooth feedback stabilizability
[Brockett, 1983], there is no continuously differentiable, time invariant and static state
feedback control laws for point stabilization applied in nonholonomic system. It is also
shown that there is no continuous time-invariant state feedback in [Zabczyk, 1989].
These resulted limitations from Brockett theorem motivates a lot of research activities
devoting to find novel solutions to the point stabilization problem. The proposed ap-
proaches to overcome the limitation are continuous smooth time-varying control laws,
discontinuous or piecewise time-invariant smooth control laws, and hybrid discrete/-
continuous controllers [M’Closkey and Murray, 1997].

The time varying feedback approach is first proposed for nonholonomic wheeled
mobile robot in [Samson, 1992], and a generalized constructive approach know as Po-
met’s method generates smooth time-periodic feedback laws in [Pomet, 1992]. Howe-
ver, smooth time-varying controllers has slow convergence and cannot achieve exponen-
tial convergence as stated in [M’Closkey and Murray, 1994]. To overcome this difficulty,
discontinuous control strategy is derived to solve the problem, by using the state scaling
originated from the σ process, and get a fast transient response and usually an exponen-
tial stabilization is achieved [Astolfi, 1996], but the consequence is discontinuity in the
control input. Another approach to address the feedback stabilization problem of non-
holonomic system is a two-fold hybrid control, one discrete-time part that practically
stabilizes a subset of the system states, and another piecewise continuous-time part that
steers the remaining state-components to an arbitrary small neighborhood of the origin
[Canudes de Wit et al., 1994]. In [Hespanha et al., 1999], a simple logic-based hybrid
controller is proposed to get global exponential stabilization of the nonholonomic inte-
grator.

In the case of underactuated marine vehicles, by using Brockett theorem, it can
be shown there is no consinuous time-invariant feedback law such that the equili-
brium is asymptotically stable [Pettersen, 1996], and it can not even be stabilized
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by discontinuous time-invariant feedback when the Filippov solutions of the closed-
loop system are considered [Coron and Rosier, 1994]. Furthermore, as observed in
[Pettersen, 1996], the underactuated marine system is not transformable into a stan-
dard drift-less chained system, such that existing control schemes developed for chai-
ned systems [Canudes de Wit et al., 1994, Astolfi, 1996, Hespanha et al., 1999] can not
be applied directly. In [Leonard, 1995], a pioneering work in this field is reported to
re-position and re-orient underactuated AUVs by a open loop small-amplitude perio-
dic time-varying control laws. In [Pettersen and Egeland, 1996], a continuous periodic
feedback control law that asymptotically stabilizes an underactuated AUV and yields
exponential convergence to the origin is described. In [Astolfi et al., 2002], asympto-
tic stabilization of an underactuated AUV is achieved where the control design ex-
ploits the Hamiltonian nature of the system to be controlled and it is based on the
so-called interconnection and damping assignment (IDA) procedure. A novel switched
seesaw unstable/stable control law for stabilization of underactuated AUV is adopted in
[Aguiar et al., 2005a].

For the ship, marine surface vehicle, or underwater vehicle, Dynamic positioning
(DP) problem and some homing/docking tasks can be categorized into the problem
of point stabilization. Although dynamic positioning is mostly limited to fully actuated
vessels, a time-varying feedback control law including integral action is developed and
proved to exponentially stabilizes the posture of the underactuated ship by experimen-
tal results in [Pettersen and Fossen, 2000]. A nonlinear adaptive dynamic positioning
controller is proposed for an underactuated AUV in the presence of constant unknown
ocean currents and parametric modeling uncertainty in [Aguiar and Pascoal, 2007b].
Depending on the obtained time differences of arrival (TDOA) measured by the ul-
trashort baseline sensor, an underactuated AUV is driven toward a fixed target in three
dimensions by homing integrated guidance and control laws, and global asymptotic sta-
bility is achieved even under constant known ocean currents in [Batista et al., 2009].

2.1.2 Trajectory tracking

The trajectory tracking problem of nonholonomic mobile robot systems is very inter-
esting from an engineering perspective, yet it is suffering from a non-directly controlled
cross-track error due to the lateral zero-speed constraints. This is the point to bring
more challenges for trajectory tracking control of nonholonomic systems than well un-
derstood holonomic or fully actuated systems with satisfactory solutions in standard
control textbooks [Khalil, 1996]. There are two main methods to address the nonholo-
nomic trajectory tracking problems. The first one is based on linearization method, and
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the second one relies on the Lyapunov’s direct method.

By using Taylor linearization of the corresponding error model, a continuous feed-
back tracking control law with local asymptotic stability is achieved via Lyapunov’s
indirect method in [Kanayama et al., 1990], and a local exponential stability result
is obtained in [Murray et al., 1992] using a linearized kinematic model similarly to
[Kanayama et al., 1990]. Through linearization a chained form system around the
reference trajectory, a linear time-varying feedback controller of nonholonomic tra-
jectory tracking is achieved by stabilizing the resulting linear time-varying system
in [Walsh et al., 1994]. In [Canudas de Wit, 1998], a dynamic feedback linearization
approach is proposed in and local posture tracking with exponential convergence
for restricted mobile robot. In [Oelen and van Amerongen, 1994], asymptotic stabili-
zation is obtained using input/output linearization. Alternative approaches are de-
veloped including the linearization of the vehicle error dynamics around trajecto-
ries which lead to a time-invariant linear system, and various controllers are then
designed based on the gain-scheduling technique and/or linear parameter varying
methodologies to yield some local stability result about the trimming trajectories
[Shamma and Cloutier, 1993, Kaminer et al., 1998, Silvestre et al., 2002].

Nonlinear Lyapunov’s direct method based designs can overcome the basic limi-
tation of linearization where the stability is only locally guaranteed in a neighbo-
rhood of the selected operating points, and get nonlinear control design for tra-
jectory tracking in a global tracking sense. Combined with integrator backstep-
ping technique, uniformly asymptotically stability of nonlinear feedback controller
is achieved in [Fierro and Lewis, 1997] for both a kinematic and dynamic model,
and a time-varying state feedback is obtained global results in the tracking pro-
blem [Jiang and Nijmeijer, 1997]. In the presence of input saturation for a class of
unicycle-modeled nonholonomic mobile robots, a global tracking result is achieved
by using the backstepping technique and invoking the LaSalle’s invariance principle
[Lee et al., 2001].

For underactuated marine vehicles, there is no actuators in the sway axis of unde-
ractuated ships, while in the case of underactuated underwater vehicles, there are no
actuators in the sway and heave directions. This kind of configuration is by far most
common among the marine vehicles [Fossen, 2002], while resulting in additional diffi-
culties to track a reference trajectory. Recently, the position and orientation tracking of
underactuated marine vehicles has been studied extensively.

An application of the recursive technique for the standard chain form systems is ex-
tended to the underactuated surface ships and yields a high gain based local exponential
experimental tracking result [Pettersen and Nijmeijer, 2001]. A high gain based global
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practical tracking controller is developed in [Behal et al., 2002], based on a transfor-
mation of the ship tracking system into a skew-symmetric form. While the closed-loop
system dynamics is increased due to the controller designed to make the states of the
transformed system track the auxiliary signals generated by some oscillator.

In [Lefeber et al., 2003], a global k-exponential tracking result is obtained to solve
the trajectory tracking problem for an underacuated surface vessel with only two pro-
pellers, where a cascaded approach is applied to reduce the problem of stabilizing the
nonlinear tracking-error dynamics to two separate problems of stabilizing linear sys-
tems. The stability analysis relies on the stability theory of linear time varying sys-
tems. Based on Lyapunov’s direct method and passivity approach, two constructive
tracking solutions are proposed in [Jiang, 2002], by exploiting the inherent cascade
interconnected structure of the underactuated ship dynamics and generating expli-
cit Lyapunov functions. It is noted that in [Pettersen and Nijmeijer, 2001, Jiang, 2002,
Lefeber et al., 2003], the nonzero yaw velocity is required to satisfy persistently exci-
tation (PE) condition, which also appears in the tracking control of a nonholonomic
mobile robot [Dixon et al., 2000]. This restrictive PE condition implies that the refe-
rence trajectory must be curved (e.g., a circle trajectory, sinusoidal trajectory, etc.),
and a straight line is excluded to be tracked indeed. In [Do et al., 2002a], the chained
form is not used and the tracking errors are projected on the body-fixed frame, such
that a solution to the problem of trajectory tracking without imposing the yaw velo-
city to be nonzero is obtained. Other solutions to the tracking of both straight line and
curved trajectories are presented in [Zhang et al., 2000, Encarnacao and Pascoal, 2001,
Pettersen and Nijmeijer, 2002].

In [Aguiar and Hespanha, 2007], the problem of trajectory tracking control design
is addressed for underactuated autonomous vehicles in the presence of possibly large
modeling parametric uncertainty, where the desired trajectory did not need to be of a
particular type (e.g., trimming trajectories) and could be any sufficiently smooth boun-
ded curve parameterized by time. Some related work with different control strategies
includes trajectory planning approach in [Sira-Ramfrez, 1999], local H-infinite optimal
tracking control and output redefinition in [Toussaint et al., 2000], and a linear algebra
approach to minimize the tracking error in [Rosales et al., 2009].

While the stabilization and tracking problems are typically studied as two separate
problems, it is worth to solve the problem simultaneously stabilization and trajectory tra-
cking (SSTT) as figured out in [Jiang, 2011]. Some preliminary results have been ob-
tained in [Lee et al., 2001, Do et al., 2002b, Do et al., 2004a]. A time varying velocity
feedback controller is proposed to achieve both stabilization and tracking of unicycle
mobile robots at the kinematic level in [Lee et al., 2001], but it is difficult to be directly
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extended to the case of underactuated marine system due to the nonintegrable second-
order constraint. In [Do et al., 2002b], a single universal controller is proposed to solve
SSTT problem for underactuated surface ships with only surge force and yaw moment,
based on Lyapunov’s direct method and backstepping technique. In [Do et al., 2004a],
a global output-feedback controller is designed to simultaneously solves SSTT problems
for an underactuated omnidirectional spherical underwater vehicle by using the inter-
connected structure of the vehicle dynamics.

2.1.3 Path following

The past few decades have witnessed an increased effort in the area
of motion control of autonomous vehicles, where trajectory tracking is
a typical problem to accomplish non-static motion task. However, as
pointed out in [Hindman and Hauser, 1996, Encarnacao and Pascoal, 2001,
Al-Hiddabi and McClamroch, 2001, Al-Hiddabi and McClamroch, 2002], aggres-
sive dynamic behavior is prone to be happened during the trajectory tracking motion
operation, naturally introducing possible saturation of actuation as the controller
always forces the system output to catch up the time-parameterized desired output
as closely as possible. In practice, the requirement that the vehicle follows a given
time parameterized trajectory, can be relaxed to require that the vehicle follows a
desired path in space without constraint of being at a specific point on the path at a
specific instant of time. That means path following strategy can be sometimes used
to replace trajectory tracking strategy in engineering practice, such as way-point
navigation, reconnaissance, and surveillance where the vehicle is not required to be on
a given point of the trajectory at a give time instant. Actually, smoother convergence
to the path is achieved in path following and the control signals are less likely
pushed into saturation when compared with trajectory tracking. Moreover, there
is an essential difference between path-following and standard trajectory-tracking
for nonminimum phase system, by demonstrating that performance limitations on
trajectory tracking due to unstable zero-dynamics can be relieved in the path-following
problem [Aguiar et al., 2005b, Aguiar et al., 2008]. Thus, the path following problem
has received some attentions from the control community over the last decade.

To the best knowledge of the author, the concept of path following and
corresponding control design are firstly proposed for nonholonomic mobile ro-
bots in kinematics level by Samson in [Samson, 1992], and reported later in
[Micaelli and Samson, 1993, Canudas de Wit, 1993]. Extended research work in
dynamics level is reported in [Jiang and Nijmeijer, 1997, Soetanto et al., 2003].
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Other studies on path following have been devoted to aerospace vehicles in
[Al-Hiddabi and McClamroch, 2001, Rysdyk, 2003], and devoted to underwater
vehicles in [Encarnacao and Pascoal, 2000, Lapierre et al., 2003]. In [Samson, 1995],
path following problem is addressed for a car pulling several trailers, and this problem
is more formally presented for a n-trailers vehicle that provides local asymptotic
stability for a path of nonconstant curvature in [Altafini, 2002]. A path following
control problem of fully actuated underactuated surface vessel can be formulated in
[Almeida et al., 2007b], and a nonlinear adaptive path following controller is designed
to yield convergence of the trajectories of the closed loop system to the path, in the pre-
sence of parametric model uncertainty and constant unknown ocean currents without
the need for direct measurements of its velocity. However, in most cases, the planar
three-degree-of-freedom problem is reduced to control the yaw angle and surge velo-
city. Recent development in nonlinear control and control of underactuated systems,
has offered new tools and promising solutions to deal with all three degrees of freedom
using two independent controls [Encarnacao and Pascoal, 2000, Lapierre et al., 2003,
Do et al., 2004b, Aguiar and Hespanha, 2007, Oh and Sun, 2010]. Nevertheless,
among the different solutions to the problem of path following control, the underlying
questions to be solved concern the following issues.

2.1.3.1 Path parameterization

Any C1 path, such as straight line, circle, sinusoid curve, etc., can be regularly
parameterized. Classic geometrical description can be used to parameterize the path
which facilitates the path following control design. One of the conventional para-
meterization considers that there is a virtual target moving along the path and the
along-path distance s is the path variable to parameterize the predefined path. The
along-path distance s is also called the curvilinear abscissa of the virtual target
point [Micaelli and Samson, 1993, Diaz del Rio et al., 2001, Skjetne and Fossen, 2001,
Lapierre et al., 2003]. Hence, the path following is identified with the progress of the
descriptor parameter. The derivative of the path parameter is used as an additional
control to allow the vehicle to follow a desired path with arbitrary curvature.

An alternative way to parameterize a path is through a generalized variable τ re-
lated to the time instant t, either the recorded time for previous memorized trajec-
tories or the real time when the path following is in progress and the virtual target
on the path is moving [Diaz del Rio et al., 2001]. In this case, note that the time de-
pendence of path parameter τ is not directly relevant to the speed of the vehicle,
but only relevant to the movement of virtual target on the path such that the path
can be represented as p(τ(t)) = [xd(τ(t)), yd(τ(t))]. τ̇(t) can be used as an additio-
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nal effort to control the movement of the virtual target along the path, which is
also called the timing law of the virtual target proposed for path following control in
[Skjetne et al., 2005, Aguiar and Hespanha, 2007]. It is indicated that the generalized
path variable τ can be designated as the path length (along-path distance) if required
as shown in [Ihle et al., 2004], so that the linear speed of the virtual target on the path
will be the same as the tangential speed along the path which can be easily expressed
as ṡ.

2.1.3.2 Choice of the coordinate frame

In [Aicardi et al., 1995], polar coordinate frame is used to localize the vehicle re-
quiring a nonsingular transformation in the original error space, and a path follo-
wing controller for mobile robot is designed with hard switch control on the virtual
target motion. Inspired by this solution, a path following controller is proposed in
[Aicardi et al., 2001] by using a polar-like kinematic model for underactuated planar
vehicles. It highlighted that knowledge of the path curvature and its derivative with
respect to the curvilinear abscissa are not necessary in the controller. However, it is a
"tube" controller adopting a set of polar-like variables, and only bounded path following
error below an adjustable upper threshold is guaranteed. By using a polar coordinate
transformation to interpret the path following error dynamics in a triangular form and
a line-of-sight algorithm, a robust adaptive path-following controller for underactuated
ships without off-diagonal dynamics terms is proposed in [Do et al., 2004b].

In [Micaelli and Samson, 1993], path following problem is formulated based on
the moving Frenet-Serret reference frame attached to the virtual target on the path.
Kinematic controller is derived by elaborating heading guidance design to shape the
transient maneuvers, and LaSalle’s invariance principle is recalled to simplify the
nonlinear path following control law introduced in [Soetanto et al., 2003]. Integrator
backstepping technique is recruited to deal with vehicle dynamics. The same circle
of ideas is explored for marine vehicles, a fourth order ship model in Frenet-Serret
frame is used in [Encarnacao et al., 2000] to develop a control strategy to track both
straight line and circumference under the constant and known ocean-current dis-
turbance. The underwater vehicle model in terms of Frenet-Serret frame is formu-
lated in [Encarnacao and Pascoal, 2000], and later reported in [Lapierre et al., 2003,
Lapierre and Soetanto, 2007]. A four-degree-of-freedom nonlinear surface vessel mo-
del, together with the Serret-Frenet equations, is introduced to describe the ship dyna-
mics and path following error dynamics in [Li et al., 2009a]. The path-following errors
is interpreted in a Frenet-Serret frame attached to the path in [Do and Pan, 2006], to
design a new global controller forcing an underactuated ship to follow a reference path
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under disturbances induced by wave, wind and ocean-current.
In [Almeida et al., 2007b], the position error between the vehicle and the path is

defined in the body-fixed frame, and a nonlinear adaptive controller is designed to yield
the convegence of the closed loop system to the path in the presence of constant unk-
nown ocean currents and parametric model uncertainty, for a fully actuated surface
vehicle. In [Aguiar and Hespanha, 2007], the global diffeomorphic coordinate transfor-
mation expressing the path following error of an underactuated AUV in the body-fixed
frame, and an adaptive controller is designed to solve the problem of global boun-
dedness and convergence to neighborhoods of the origin by appropriate choice of the
control parameters. In [Skjetne et al., 2005], the error variables are also decomposed in
the body-fixed frame, to achieve the geometric path following task in the maneuvering
problem.

2.1.3.3 Choice of the virtual target point

The virtual target point on the path and its moving speed are critical for path fol-
lowing control. The target point is defined as the orthogonal projection of the current
vehicle position on the path in [Samson, 1992, Micaelli and Samson, 1993] for mobile
robot system as illustrated in Figure 2.1(a), and later used in [Encarnacao et al., 2000,
Encarnacao and Pascoal, 2000] for underwater vehicle system. That means the tar-
get point is the closest point of the path relative to the vehicle. This allows a sim-
plified control design as the along track error is already zero, and it also brings a
rapid convergence to the path due to the minimal distance to the path. Unfortuna-
tely, this orthogonal projection method induces a conservative condition on the ve-
hicle’s initial position. If the vehicle is located at the center of the osculating circle
(i.e., an associated circle with radius of curvature [Skjetne and Fossen, 2001]), the po-
sition of the virtual target is not well defined on the path and singularity occurs in
the control design. Consequently, it requires the initial position of the vehicle relative
to the path under range of the smallest radius of curvature present on the path, and
only local convergence to the path is guaranteed in the control law as pointed out in
[Soetanto et al., 2003, Lapierre et al., 2003].

In order to relax this constrained initial condition, an additional control de-
gree of freedom is introduced to the virtual target in [Soetanto et al., 2003,
Lapierre et al., 2003], so that the virtual target is not "fixed" by the orthogonal pro-
jection any more as illustrated in Figure 2.1(b), but moves on the path with its own
speed control laws to get a collaborative movement relative to the vehicle : when the
vehicle is behind, the virtual target will slow down and wait for the actual vehicle ;
when the vehicle is advance, the virtual target will accelerate. This implies the virtual
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(a) Orthogonal projected virtual target (b) Freely moving virtual target

Figure 2.1 – Choice of the virtual target point

target will converge to the closest point and help the vehicle to converge to and follow
the path with desired vehicle speed, while the target point is now well defined and the
initial position of the vehicle could be anywhere far away from the path. This feature
is suitable in practice because it avoids the use of a high gain control effort to gene-
rate large control signals. The running speed of the virtual target is explicitly controlled
by modeling the kinematic equations of motion with respect to the vehicle’s speed and
along-path error in the Frenet-Serret frame.

The idea of virtual target is implicitly embedded in other research works. In
[Aicardi et al., 1995], the motion control of a virtual target along a path is proposed
for wheeled robots in polar coordinate. The speed of the virtual target is a continuous
radial function centered on certain ellipsoidal domain, which attains its maximum value
when the vehicle state is inside or on the surface of the ellipse, and attains a null mini-
mum value when the vehicle state is outside. The similar idea is extended to the control
of marine craft in [Aicardi et al., 2001]. In [Diaz del Rio et al., 2002], the concept of
"error adaptive tracking" is introduced. By selecting the speed of the virtual target as
a function of the tracking error, the movement of the virtual target is controlled and
adapted to the tracking error (the target speed tends to 1 if errors are small, while
tends to 0 if they are large), such that the singularity of the closest path point in
[Micaelli and Samson, 1993, Encarnacao and Pascoal, 2000, Skjetne and Fossen, 2001]
is avoided. A virtual vehicle concept is also proposed in [Egerstedt et al., 2001] to by-
pass the singularity, whose control law ensures global stability by determining the dy-
namics of the parameterized reference point. The motion of the virtual vehicle on the
desired path is governed by a differential equation containing error feedback. However,
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not only the speed of the virtual target but also that of vehicle have to be adjusted si-
multaneously. This disobeys the underlying assumption in path following control that
the vehicle’s forward speed tracks a desired speed profile while the controller steers its
orientation to drive it towards the path.

2.1.3.4 Choice of heading guidance

As the path following controller should steer the orientation of the vehicle to drive
it to the path, the heading guidance specifying how to steer the orientation affects the
path following performance. In [Micaelli and Samson, 1993], an approaching angle is
generally chosen as δ(ye, u) = −sign(u) tanh(ye) where u is the forward velocity of the
wheeled robot and ye is the cross-track error between the vehicle and the target. This
choice is natural and an adequate reference sign definition is provided in the approa-
ching angle in order to drive the vehicle to the path, i.e., turning right when the vehicle
is on the left side of the path and turning left in the opposite situation. A larger positive
lateral error distance leads to the desired relative heading between vehicle/path to be
π/2 and the approach angle decreases as the vehicle approaches the path and ye dimi-
nishes [Lapierre et al., 2007]. Hence, this approaching angle can be taken as a heading
guidance which is instrumental in shaping the transient maneuvers during the path ap-
proach phase. However, it raises some mathematical difficulties because δ(ye, u) is not
differentiable with respect to u at u = 0.

Another choice is proposed in [Lapierre et al., 2006] and let the approaching angle
be δ(ye, u) = − tanh(yeu). However, this choice make the complicated computation of
control derivation, and reduces the system performance in terms of convergence time.
In [Lapierre et al., 2007], this problematic situation is avoided by imposing a forward
velocity ud > 0 which is justified to be able to escape from the "corner situation" in the
case of obstacle avoidance. It is also reasonable for controllability reasons in the case
of an torpedo-like AUV [Lapierre and Jouvencel, 2008]. In [Bibuli et al., 2009], for the
problem of path following of underactuated unmanned surface vehicles using approa-
ching angle, some heuristic methods are proposed to face the problem of speed of ad-
vance adaptation based on path curvature measurement and steering action prediction
while approaching a curve or when tricky maneuvers are needed .

Line-of-sight (LOS) is an attractive method for path control, which is proposed for
autonomous ocean vehicles in [Papoulias, 1991, Papoulias, 1992]. Now, it is a popular
heading guidance applied to marine vehicles due to its clear physical meaning. LOS
directs the orientation of the vehicle to aim at a point lying ∆ > 0 meters ahead of
the vehicle projection onto the path, and parameter ∆ is usually called a lookahead
distance. This suggests the limitation of minimum turning radius of marine vehicles,



34 Chapter 2 : State-of-the-art of motion control of autonomous vehicles

can be easily incorporated into the LOS guidance by setting the lookahead distance
beyond the minimum turning radius, such that LOS implies another physical meaning
as a heading guidance.

In [Fossen, 2002], a LOS vector from the vehicle to the next way-point or point
on the path between two waypoints can be computed for heading control. LOS
based on path following control for marine surface vessels has been adopted in
[Fossen et al., 2003] where a 3 degrees-of-freedom nonlinear controller for path fol-
lowing of marine craft is derived using only two controls. In this case the path fol-
lowing is achieved by a geometric assignment based on a LOS projection algorithm
for minimization of the cross-track error to the path and the desired speed along the
path can be specified independently. An improved approach concerning the calculation
of a dynamic LOS vector norm is presented in [Moreira et al., 2007], in order to im-
prove the speed of convergence of the LOS algorithm as it is important to minimize
the cross track error, i.e., the shortest distance between the vehicle and the straight
line [Pettersen and Lefeber, 2001]. The traditional LOS heading guidance is built in the
inertial frame [Pettersen and Lefeber, 2001, Fossen, 2002, Fossen et al., 2003] to track
straight-line path generated by given way-points during maneuvering. It is adapted and
built in a moving Frenet-Serret frame, for underwater vehicles following both straight-
line and curved path in [Xiang et al., 2009a]. Traditional LOS guidance has the draw-
back of being susceptible to environmental disturbances. In [Børhaug et al., 2008], a
modified LOS guidance law with integral action is proposed to counteract environmen-
tal disturbances. Paired with a set of adaptive feedback controllers, it shows that this
approach guarantees global asymptotic path following of straight-line paths in the pre-
sence constant and irrotational ocean currents.

In [Pavlov et al., 2009], an underactuated vessel is controlled to follow a straight
line path using a LOS guidance, and a time-varying lookahead distance as a parameter
of the LOS guidance law, is updated with a model predictive control (MPC) algorithm.
It demonstrates that the performance of the system (fast convergence to the path with
minimal overshoot) is improved compared to what can be achieved with a constant
lookahead distance. In [Oh and Sun, 2010], a MPC strategy is adopted for a way-point
tracking of underactuated surface vessels with input constraints, and a LOS decision va-
riable is incorporated into the MPC design to improve the path following performance.

2.1.3.5 Control methods

Most of the research activity on this topic has focused on feedback linearization and
backstepping methods. However, other control approaches such as model predictive
control(MPC), sliding mode control and neural network techniques methods have also
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been developed.

Following the work of tracking trimming trajectories for autonomous vehicles in
[Kaminer et al., 1998, Silvestre et al., 2002], the problem of path following control of
wheeled robots is solved by using a simple algorithm where some local results are obtai-
ned by using linearization techniques and gain scheduling control theory for trimmed
paths in [Ghabcheloo et al., 2006b]. In [Encarnacao et al., 2000, Lapierre et al., 2003,
Aguiar et al., 2005b], a kinematic controller for underactuated underwater vehicles is
first derived using nonlinear Lyapunov based method to get global convergence to the
path, and extended to cope with vehicle dynamics by resorting to backstepping tech-
niques. In [Lapierre and Jouvencel, 2008], a robust nonlinear path following controller
is developed and robustness to vehicle parameter uncertainty is addressed by incorpo-
rating a hybrid parameter adaptation scheme. In [Do et al., 2004b], a nonlinear robust
adaptive control strategy to force a underactuated underwater vehicle to follow a pre-
defined path in the presence of both environmental disturbances induced by wave, wind
and ocean-current and vehicle’s unknown physical parameters. The proposed controller
is designed using Lyapunov’s direct method, the popular backstepping and parameter
projection techniques. This method is later extended to robust path-following of unde-
ractuated ships by several nonlinear coordinate transformation and utilizing the ship
dynamic structure in [Do and Pan, 2006]. In case of robust nonlinear parameter and
state estimation, it can be guaranteed by using interval analysis for both the mobile
robot [Jaulin et al., 2002] and underwater robots [Jaulin, 2009b].

Recently, some control methods, include MPC control, sliding mode control and neu-
ral network techniques, also have been applied to path following control . The advan-
tage of MPC over other control strategies is that input and system constraints are able
to be handled straightforwardly in the optimization problem so that the robot can travel
safely with a high velocity. In [Bak et al., 2001], the path considered consists of straight
lines intersected with given angles, and a fast realtime MPC controller which anticipates
the intersections and smoothly controls the nonholonomic mobile robot through the
turnings while fulfilling the velocity constraints. In [Kanjanawanishkul and Zell, 2009],
model predictive control is employed to design the path following control law for
an omnidirectional mobile robot. The nonlinear MPC is adopted for path following
control of a nonholonomic mobile robot in [Faulwasser and Findeisen, 2009], which
also allows to take constraints on states and inputs into account. Combining nonli-
near model prediction control and the core idea of path-following leads to additio-
nal degrees of freedom in the controller design. These can be utilized to guaran-
tee stability and to achieve better performance. In contrast to other works on path-
following [Encarnacao et al., 2000, Lapierre et al., 2003, Aguiar et al., 2005b], which
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apply back-stepping techniques to construct output-feedback controllers, the results in
[Faulwasser and Findeisen, 2009] are based on state-feedback. In [Li et al., 2009b], the
problem of path following for marine surface vessels with rudder and roll constraints
is addressed with an MPC method based on a linearized model for computational and
implementation considerations. In [Rizzi et al., 2002], a path-following system imple-
mented with two different types of neural networks to learn the path described as a
sequence of selected points, that enables an autonomous mobile robot to return along
a previously learned path in a dynamic environment. In [Skjetne and Teel, 2004], a
sliding-mode control law is proposed to ensure rapid convergence of all states in finite
time to the subset of the state space, where the geometric path following and dynamic
speed assignment tasks are solved for the nominal part of the closed-loop system.

2.1.4 Path tracking

It has been shown that path following is more suitable for many engineering applica-
tions due to the smoother convergence and less likely pushing actuator into saturation,
as the illustrative example shows in section 1.3.2.2. However, keeping time performance
from trajectory tracking is also important in situations where temporal deterministic re-
quirement is critical. Hence, one further appealing objective is, to gain the benefits of
path following when errors are large but preserving time requirement at the end. Path
tracking is named under this desirable aim to achieve both the smooth spatial conver-
gence and time convergence as well.

In [Hauser and Hindman, 1995, Hindman and Hauser, 1996], the pioneering idea
of maneuver modified trajectory tracking is proposed by Hauser and Hindman to solve
this kind of problem. It showed how to blend trajectory tracking and path following
into a single control law, and a general approach has been developed for feedback
linearizable nonlinear control system, where a projection mapping of current vehicle
states onto the path enables the composite controller to go from a trajectory tracking
to path following behavior. Based on this work, an alternative nonlinear control de-
sign approach for the nonlinear non-minimum phase aircraft model is proposed in
[Al-Hiddabi and McClamroch, 2002]. Following the original method proposed by Hau-
ser and Hindman, the combined trajectory tracking and path following through a weigh-
ted factor is designed for marine vehicles in [Encarnacao and Pascoal, 2001], by using
backstepping technique to deal with vehicle dynamics. However, there is a limitation
on the path when the projection mapping is executed, such that "no sharp corners" and
"non-intersecting" paths are required. In [Diaz del Rio et al., 2002], a different tracking
method is introduced where the time t is directly injected into the "error adaptive tra-
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cking" term in the path following behaviors, in order to preserve time determinism of
trajectory tracking.

From an inverse way, the path tracking control proposed in this thesis, is devoted to
solve the same problem by going from path following to trajectory tracking control, and
the complexity of the composite control design will be reduced and the strict limitation
on path shapes is relaxed. Actually, the original idea of introducing path tracking is trig-
ged by the work of Lapierre [Lapierre and Soetanto, 2003], where two marine vehicles
are requested to follow two identical paths in different depths. The leader vehicle has
its own desired speed and the follower adjusts its speed to catch up the leader depen-
ding on the relative along-path distance. Assuming two vehicles are put on the same
path (let the depth difference be zero), this problem formulation degenerates into the
path tracking problem of one vehicle tracking one path, where the leader vehicle can be
taken as a desired target (i.e., evolving path parameter in path tracking) traveling with
speed profile τ̇d(t), and the follower tracks the virtual target evolving with speed pro-
file τ̇(t). In this way, the implicit advantage of path tracking is that, the path following
control is performed firstly in order to reach and follow the path, and temporal determi-
nistic requirement of trajectory tracking is also realized, by going from path following to
target tracking behavior. Moreover, the projection mapping is not required as the path
following behavior is already existing, so that the path limitation imposed by ortho-
gonal projection mapping is relaxed. By adding a time dependent penalty term during
the control design, the resulted controller is simplified in terms of control computation.
These properties will be shown in detail in the section 4.4.2.

Another similar work which is also inspired by the idea of Hauser and Hindman,
is the maneuvering problem addressed in [Skjetne, 2005, Skjetne et al., 2005], where
the spatial convergence and temporal convergence task are separated, denoted as geo-
metric task (reach and follow a desired path) and dynamic task (speed assignment of
the vehicle) respectively. An output maneuvering controller is designed for a class of
strict feedback nonlinear processes and applied to fully actuated ships. However, the
maneuvering solution do not consider both the spatial and strict temporal convergence
together. Although the dynamic task can be designated as a pure time assignment, the
maneuver controller will be directly degenerated into a pure trajectory tracking control-
ler according to the control design therein.
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2.2 Stat-of-the-art of coordinated motion control

Multiple autonomous vehicles dealing with tasks could provide flexibility, robust-
ness, effectiveness and efficiency beyond what is possible with a single vehicle. No-
wadays, there has been considerable interest due to the increasing important roles of
multiple vehicles for scientific, commercial, civil and military purposes. Coordination
and cooperation of multiple autonomous vehicles result in a wide variety of applica-
tions, such as space-based interferometers, intelligent surveillance and reconnaissance
(ISR), patrolling in hazardous environment, undersea oil pipeline inspection, and even
hi-tech unmanned combat, as they can be operated at sea, on land, in the air, in space,
and even the whole collaboration for land, air, sea, and space vehicles [Murray, 2007].

During the early stage research, coordinated control algorithms are widely
studied for multi-agent system [Jadbabaie et al., 2003, Fax and Murray, 2004],
where the agent has simple kinematics or dynamics. Variants of the algorithms are
applied to consensus [Wei and Beard, 2005, Olfati-Saber et al., 2007], synchroni-
zation [Wu, 2001, Ren, 2008b], flocking [Olfati-Saber, 2006, Tanner et al., 2007],
swarming [Gazi and Passino, 2003, Dimarogonas and Kyriakopoulos, 2008b],
and formation control [Lawton et al., 2003, Porfiri et al., 2007]. There are
numerous works using single-integrator to model the agent kinematics
in [Jadbabaie et al., 2003, Olfati-Saber and Murray, 2004, Lin et al., 2004,
Ren et al., 2008, Dimarogonas and Kyriakopoulos, 2008a], to name a few. Some
works extends the single-integrator kinematics to double-integrator dynamics in
[Tanner et al., 2007, Ren, 2008a, Zhang and Tian, 2010]. Even for physical me-
chanical systems, some research works try to simplify the system dynamics. In
[Fiorelli et al., 2006, Leonard et al., 2007], the planar unit speed unicycle-type vehicle
is used to represent underwater gliders, and in [Klein et al., 2008, Klein et al., 2010],
Kuramoto oscillator model is used to align heading angles of multiple fin-actuated
autonomous robotic fishes.

However, inherent kinematics and dynamics play a key role in the coordinated
mechanical systems, and it is more appealing for coordinated autonomous vehicles
with complex dynamics which must be taken into account. For example, a larger
number of works deal with coordinated formation control of nonholonomic unicycles
[Lin et al., 2005, Ghommam et al., 2008], formation flying of spacecrafts with rigid
body attitude dynamics [Beard et al., 2001a, Ren et al., 2004], nonlinear formation of
fully actuated surface vessels [Skjetne et al., 2002, Ihle et al., 2004] and underwater ve-
hicles [Ghabcheloo et al., 2006a, Erfu and Dongbing, 2007]. In this thesis, the nonholo-
nomic and underactuated vehicle systems are studied in coordinated formation control
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respectively. In the literature, there have been roughly four approaches applied to co-
ordinated formation control of multiple vehicles : leader-follower, behavioral, virtual
structure and artificial potentials. Each approach has its own advantages and disadvan-
tages, as discussed in the following part.

2.2.1 Leader-follower approach

In the leader-follower approach, some vehicles are considered as leaders while the
others in the team act as followers. Note that leader/follower has also been referred to
as chief/deputy, master/slave in some literatures. The basic idea is that the leaders track
predefined reference trajectories, and the followers track transformed versions of the
states of the leaders according to predefined schemes (e.g., assigned formation configu-
ration with the leader) [Wang, 1991]. In [Desai et al., 2001], the leader-follower based
formation control is applied to multiple mobile vehicles where a feedback linearization
method is used. Two different controllers are proposed for the followers depending on
the information of relative angles/distances between the followers and the leader, defi-
ned as l − ψ(separation-bearing) and l − l (separation-separation) control respectively.
As shown in Figure 2.2, the aim of l − ψ control is to maintain a desired length ldij and
a desired relative angle ϕdij between the two robots, while the aim of l − l control is to
keep the desired lengths ldij and ldik of the third robot (denoted as Ri) from its two lea-
ders (Rj, Rk). In [Dierks and Jagannathan, 2007], A multi-layer neural network (NN)
is introduced with robust integral of the sign of the error (RISE) feedback to approxi-
mate the dynamics of the followers as well as its leader using online weight tuning. It
shows that the errors for the whole formation team are asymptotically stable and the NN
weights are bounded. In order to remove the need for measurement or estimation of the
absolute velocity of the leader, a second-order sliding mode formation controller only
based on the relative motion states is used, which combines a first-order sliding mode
controller to asymptotically stabilize the vehicles to a time-varying desired formation
[Defoort et al., 2008].

Apparently, Leader-follower approach leads to a broadcast-only communication
structure (single-source, unidirectional) from the leader to followers. This is desi-
rable in marine robotics due to limited underwater communication and low band-
width. Hence, plenty of the formation control applications in the marine control
community, seem to have been performed within a leader-follower framework. In
[Encarnacao and Pascoal, 2001], an AUV tracks the planar projection of a surface
craft onto its nominal path, while the surface craft follows its own path at sea. In
[Lapierre et al., 2003], this method is proposed for two AUVs following two shifted
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(a) Illustration of l-ψ control (b) Illustration of l-l control

Figure 2.2 – Leader-follower approach : l-ψ and l-l control

paths, the coordination is achieved by augmenting a speed adaptation algorithm to
the controller of the follower vehicle. In [Kyrkjebø et al., 2007], surface vessels are syn-
chronized through a leader-follower synchronization output feedback control scheme to
implement a replenishment problem. In [Breivik et al., 2008], within a leader-follower
framework, a so-called guided formation control scheme is developed for fully actua-
ted ships by means of a modular design procedure inspired by concepts from integra-
tor backstepping and cascade theory. In [Cui et al., 2010], leader-follower formation
control of underactuated AUVs is proposed, where the follower tracks a reference trajec-
tory based on the leader position and predetermined formation without the information
of the leader’s velocity and dynamics.

• Advantage :

An advantage of the leader-follower approach is that it is easy to understand and
implement, since the coordinated team members only need maneuver according to the
leader’s motion, and the internal formation stability only depends on the control laws
of individual vehicles. The leader’s motion directs the whole group behavior so that a
simple single-source and uni-direction way to broadcast the necessary information of
the leader to other followers simplifies the communication network. In addition, the
formation can still be maintained even if the leader is perturbed by some disturbances.

• Disadvantage :

However, a disadvantage is that there is no explicit feedback to the formation, that
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is, no explicit feedback from the followers to the leader in this case. It means that the
formation cannot be maintained if the follower is perturbed. Consequently, the leader
will not slow down to wait for the followers resulting the collapse of the formation, if
some followers get saturated or disturbed and cannot keep up to the pace of the leader.
Conversely, if the leader is in trouble, the followers will lost the guidance which means
the failure of one vehicle (i.e. the leader) leads to the failures of the whole formation
team.

2.2.2 Behavioral approach

In the behavioral approach, a number of desired behaviors such as formation kee-
ping, trajectory and neighbor tacking, collision/obstacle avoidance and goal/target see-
king, are prescribed for each vehicle and the formation control is calculated by using a
weighting sum of the relative importance of each behavior output. The behavioral ar-
chitecture combines the outputs of multiple controllers designed for achieving different
and possibly competing behaviors.

In [Balch and Arkin, 1998], behavior based approach for a mobile robotic team is
reported, where move-to-goal, avoid-static obstacle, avoid-robot and formation mainte-
nance behaviors, are integrated through suitable weight coefficients in terms of relative
priorities of behaviors. A motor scheme implementation enables a robot to move to a
goal location while avoiding obstacles, collisions with other robots and keeping forma-
tion at the same time.

In [Anderson and Robbins, 1998], it provides a clear example of a behavioral ap-
proach for formation flight. They consider velocity-commanded aircraft with collision-
avoidance, obstacle-avoidance, move-to-goal and maintain-formation behaviors. Each
of the behaviors has an associated velocity vector and weighting, and the velocity of
each aircraft is set to the weighted sum of its behavioral velocities.

In [Arrichiello et al., 2006], the null-space-based (NSB) behavioral control of a fleet
of marine surface vessels is presented. A hierarchy of desired behaviors, or constraint
functions, are defined and the control inputs are determined by sequentially projecting
the behaviors onto the null space of the higher priority behavior. This approach allows
for elegant inclusion of important behaviors such as collision avoidance, but the overall
behavior of the system is hard to predict.

• Advantage :

The advantage of this approach is that it is natural to derive control strategies when
vehicles have multiple competing objectives, and an explicit formation feedback is in-
cluded through communication between neighbors by coupling the weights of the ac-
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tions. Behavior-based approaches also give the system the autonomy to operate in an
unknown or dynamically changing environment, by defining and integrating different
behaviors dedicated to specified sub-tasks.

• Disadvantage :

The disadvantage is that the group behavior cannot be explicitly defined, and it is
difficult to analyze the approach mathematically. Consequently, the convergence of the
formation to a desired configuration cannot be guaranteed, and the group stability can
not be provided in a rigorous way.

2.2.3 Virtual structure approach

In the virtual structure approach, the entire formation is treated as a single virtual
structure acting as a single rigid body. When the virtual structure moves, it traces out
desired trajectories for each vehicle in the team to track. In other words, each member
in the formation team tracks a virtual target using individual vehicle controllers, while
the trajectory of the virtual target is specified by a formation function that determines
the desired geometry of the overall virtual structure. Some similar ideas are given based
on the perceptive reference frame [Kang and Yeh, 2002], the virtual leader generating
a virtual rigid body [Egerstedt and Xiaoming, 2001], and the formation reference point
[Skjetne et al., 2002] respectively. The overall motions of the virtual structure include
rotation, translation, contractions and expansions.

In [Lewis and Tan, 1997], a group of mobile robots achieve high precision forma-
tion control where each member in the formation is taken as a particles embedded in a
rigid geometric structure and no leader selection is required. In [Do and Pan, 2007], a
specific form of formation feedback is introduced in the virtual structure based control.
Hence, the virtual structure will slow down and stop once the robots get out of the
formation, and it moves towards its final goal if the robots are maintaining formation.
In [Egerstedt and Xiaoming, 2001], a nonphysical, so-called virtual leader tracks its de-
sired reference trajectory, and all nonholonomic robots in the formation team have to
track their respective reference points which are constrained by a rigid body constraint
function related to the moving virtual leader. In this way, formation constrained multi-
robot control is achieved via a virtual structure. In [Ren et al., 2004], following a de-
centralized coordination architecture via the virtual structure approach, decentralized
formation control scheme for spacecraft formation flying is presented, which are appro-
priate when a large number of spacecraft are involved and/or stringent inter-spacecraft
communication limitations are exerted.

In case of formation control of marine vehicles, some research works also adopt the
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virtual structure method. In [Skjetne et al., 2002], the objective of flexible formation
control for multiple maneuvering marine craft systems, is that each craft is to maintain
its position in the formation while a virtual formation reference point (FRP) tracks
a predefined path. A dynamic guidance system with feedback from the states of all
crafts ensures that all crafts have the same priority (no leader) when moving along
the path, which also yields a robust scheme with dynamic adjustment to the actuator
saturation in the formation. In [Ihle et al., 2005], the control laws for formation control
of marine craft is rooted in analytical mechanics for multi-body dynamics, facilitating
a flexible and robust formation control scheme where the geometric constraints of a
virtual structure are enforced by feedback control.

• Advantage :

The main advantage of the virtual structure approach is that it is fairly easy to pres-
cribe the coordinated behavior for the whole formation group, and add a type of ro-
bustness to formation through the use of formation feedback. The formation can be
maintained very well while manoeuvring, that means the virtual structure can evolve as
a whole in a given direction with some given orientation and maintain a rigid geometric
relationship among multiple vehicles.

• Disadvantage :

The disadvantage is that requiring the formation to act as a rigid virtual structure
limits the class of potential applications. If the formation geometric pattern is time-
varying or needs to be frequently reconfigured, this approach may not be the optimal
choice, and obstacle avoidance is also a problem. The virtual structure approach is not
suitable for controlling a large group of vehicles, because the constraint relationships
among vehicles become more complicated as the numbers of the vehicles in the group
increase.

2.2.4 Artificial potential approach

In the artificial potential approach, each member in the formation structures is in-
fluenced by its neighborhood through additional artificial potentials, which define in-
teraction forces between neighboring vehicles. Each members can move freely and the
group formation is maintained by the attractive forces to distant neighbors up to a maxi-
mum distance, and repulsive forces from neighbors too close. Therefore, the formation
constrained by the artificial potentials is in a loose pattern but not a rigid geometric
shape. Potential functions are widely used in designing a formation control system for
multiple vehicles because stability of the controllers system can be mathematically ana-
lyzed.
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In [Leonard and Fiorelli, 2001], artificial potentials generate interaction forces bet-
ween neighboring vehicles, which are designed to enforce a desired inter-vehicle spa-
cing. A virtual leader or virtual beacon is introduced to manipulate the group formation
geometry and direct the motion of the whole group. In [Ogren et al., 2004], an applica-
tion of cooperative AUVs which build a mobile underwater network of sensors is propo-
sed. A formation controller based on the potential field method and Lyapunov’s direct
method, is used to climb the gradient of an environmental field, efficiently searching the
densest source of a spatially distributed chemical signals. In [Ge and Fua, 2005], the
formation structure is presented by queues and artificial potential trenches, of which
the explicit representation of every single node is not required and the scalability of the
formation is improved when the team size changes. This original scheme is extended to
improve the performance of the scheme when only local communication is present, and
resulted in a weakly connected network [Fua et al., 2007]. In [Olfati-Saber, 2006], arti-
ficial potentials is used to avoid obstacles and guarantee collision free between vehicles,
to split and merge subgroups, and to perform squeezing maneuver for a large number
of agents group. In [Cheah et al., 2009], a region-based controller for a swarm of fully
actuated mobile robots is proposed by using potential energy functions. The global ob-
jective of the controller is to keep the positions of the robots inside a moving region as
a group, and the local objective is to maintain a minimum distance from each other.

• Advantage :

The artificial potential approach is suitable to control a large group of vehicles in a
loose formation pattern, and it has inborn ability to deal with obstacle avoidance and
inter-vehicle collision. It is convenient to analyze the approach in a formal mathematical
way. The framework also allows for a homogeneous group with no ordering of vehicles,
which adds robustness of the group to a single vehicle failure.

• Disadvantage :

The local minimum is a well known problem in the applications of artificial potentials.
One may need to examine the role of undesirable formations that are possible local
minima for the designed potentials. It is difficult to build a desired rigid shape for the
multi-vehicle system, if the vehicles are only controlled to maintain a minimum distance
among themselves and stay close together as a group by means of artificial potential
forces.

2.2.5 Summary of different approaches

In fact, all these four approaches to the coordinated formation control can be divided
into two main categories : the analytic and the algorithmic [Breivik et al., 2008]. The
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analytic category represents those approaches that are most readily analyzed by ma-
thematical tools, and include leader-follower, virtual structure and artificial potentials
schemes. Conversely, the algorithmic category represents those approaches that are not
easily analyzed in a rigorous mathematical way, but have to be numerically simulated
by means of a computer in order to investigate their emergent behaviors. The behavior-
based approach belong to this category. However, as discussed above, each approach for
coordinated formation control of multiple vehicles has its own features. According to the
different applications and situations, one can choose a suitable approach for the control
design, or choose a mixed method combined with several approaches together as repor-
ted in [Beard et al., 2001a], where a coordination architecture for multiple spacecraft
formation control, is introduced to incorporate the leader-follower, behavioral, and vir-
tual structure approaches to the address the coordination problem. In [Ren, 2007], it
also shows that many existing leader-follower, behavioral and virtual structure or vir-
tual leader formation control approaches can be unified in the general framework of
consensus building, for a multiple micro air vehicle formation flying.

A non-exhaustive list of other approaches to solve formation control problems in-
cludes : optimization based approach, cyclic approach, navigation based approach and
so on. One way to address the formation control problem is to formulate it as an opti-
mization problem. Receding horizon control, or model predictive control, is an effective
control strategy in which the current control action is computed by solving a finite
horizon optimal control problem online. In [Dunbar and Murray, 2006], a distributed
implementation of receding horizon control is presented where each subsystem is assi-
gned with its own optimal control problem, optimized only for its own control at each
update, and exchanges most recent optimal control trajectory only with neighboring
subsystems. The asymptotic stability of a multi-vehicle formation system is guaran-
teed by requiring that each distributed optimal control does not deviate too far from
the previous optimal control. In [Fahimi, 2007], non-linear model predictive formation
control (NMPC) is designed for controlling multiple autonomous underactuated sur-
face vessels in arbitrary formations in environments containing obstacles. The real-time
optimization abilities of the NMPC method has been used to improve the response of
the unactuated DOF of the vessels and to directly incorporate the local obstacle avoi-
dance into the formation control eliminating the need for an external local obstacle
avoidance algorithm. This leads to more effective obstacle avoidance decisions based
on the unactuated dynamics of the vehicle. In [De Gennaro and Jadbabaie, 2006], a
navigation function formalism is proposed to obtain decentralized formation control in
a given workspace for a group of mobile agents, where the navigation function is used
to drive each agent of a group toward a desired final configuration which is expres-
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sed in terms of distances between the connected agents. The formation can be reached
anywhere in the space and with any orientation, and the control law is designed as
the gradient of a suitably-defined navigation function whose minimum corresponds to
the desired configuration. In [Yang et al., 2005], the successive galerkin approximation
(SGA) approach is applied to the nonlinear optimal and robust formation control of
multiple AUVs. It shows that the formation-keeping performance is improved by solving
the associated Hamilton-Jacobi-Isaacs (HJI) equation with the SGA algorithm.

Finally, the two dedicated workshop proceedings on coordination and cooperative
control in [Kumar et al., 2005] and[Pettersen et al., 2006], and two special issues on
networked control system in [Antsaklis and Baillieul, 2007] and [Bullo et al., 2009],
report a broad number of formation control scenarios, and related issues such as the
characterization of convergence speeds, the design of algorithms that tolerate delays,
noisy measurements, and packet drops, and the study of the controllability of graph
structures and the influence of the interconnection topology in the control design, etc.

2.2.6 Coordinated path following control

During recent years, the marine control community has focused considerably on
concepts of formation control. Although there are many kinds of methods to achieve
coordinated formation control of multiple vehicles, the problem of coordinated path
following control (CPF) has only recently come to the front, and become one of the
main topic in coordination and cooperation due to the practical application, such as
simultaneous localization and mapping of multiple vehicles, cooperative lawn mowing
with high efficient, fast acoustic coverage of wide seabed.

The initial idea for coordinated path following can be traced back to the
ASIMOV project sponsored by European Commission that aims at the coordi-
nation of one Autonomous Surface Craft (ASC) and one autonomous under-
water vehicle [Pascoal et al., 2000]. The foundational work in coordinated path
following control of multiple surface and underwater vehicles is illustrated in
[Encarnacao and Pascoal, 2001], where the AUV is forced to track the projection of the
ASC onto the 2D nominal path. However, it requires a large amount of kinematics and
dynamics information, be exchanged between the leader (ASC) and the follower (AUV),
besides complex computation of trajectory tracking controllers as a complement of path
following controller.

In [Lapierre and Soetanto, 2003], a leader-follower approach is also adopted for co-
ordinated control of following two spatially shifted paths, and an important idea of
almost decoupling the spatial assignment (predefined path) and dynamic assignment
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(desired speed) is proposed to relieve the problem of heavy information exchange. Both
the leader and follower execute the same path following algorithm, and the leader tra-
vels along its assigned path at a desired speed profile, while the speed of the follower
is adapted according to the "generalized along-path distance" ∆S = sL − sF between
two virtual target vehicles involved in the path following control design, as illustrated
in Figure 2.3 of [Lapierre and Soetanto, 2003]. Obviously, only the along-path distance
of the leader sL is required to be sent to the follower, which presents a minimum load in
the communication network and relieve the large amount information exchange under
constrained underwater communication.

Figure 2.3 – Coordination of shifted paths following : leader-follower approach

However, two identical paths in three dimension space are assumed in
[Lapierre and Soetanto, 2003], and the problem of coordinated path following with dif-
ferent path segments is receiving increased attentions from the practical field test view,
such as desired paths including nested circumferences and parallel paths in the lawn-
mowing maneuver for wide coverage of seabeds. This motivates the following question :
How to choose of a good coordination variable for generalized CPF problem ? Actually,
Axiom 1 in [Ren et al., 2005] shows that shared information is a necessary condition
for group coordination. Underlying this axiom, there are two important questions :

• Question 1 : What’s kind of information should be shared ?
• Question 2 : Which one should information be shared with ?

The first question indicates that the coordination variable is required for group coordina-
tion, and the second question indicates that communication topology between vehicles
is required to define with whom does one share coordination variable in the group.

• Available solution for question 1 : choose a suitable coordination variable
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For coordinated path following control, the coordination variable is instrumental in
building the geometric formation. In the case of identical paths or straight line paths,
the "along-path distance" is the suitable coordination variable to directly adjust the
relative distance between vehicles and build the formation, as shown in Figure 2.3.
However, in the case of nested or parallel paths, the along-path distance is not a
good candidate of coordination variables anymore, how to choose a common va-
riable for coordination or synchronization for parallel paths or general path is criti-
cal. Note that the coordination variable is also called synchronization variable where
the term "synchronized path-following" is used instead of coordinated path-following in
[Ihle, 2006, Ihle et al., 2007].

In [Ghabcheloo et al., 2007], the idea of re-parameterizing given paths via a new
path variable with common property for coordination is proposed, to implement coor-
dinated control of multiple wheeled vehicles following parallel straight lines and scaled
circumferences paths. It means each given path Γdi(si) (i.e., parameterized by along-
path distance si) is re-parameterized according to a conveniently defined variable ξi

representing the "normalized along-path distance", such that the coordination is achie-
ved along the paths if the agreement on the new path parameter ξi = ξj, i 6= j is reached.
The reparameterization of the path is denoted by si = si(ξ) and define Ri(ξi) = ∂si/∂ξi

in terms of the relative position of the i-th vehicle in the whole geometric formation.
Henceforth, coordination error dynamics ξ̇i can be built as ξ̇i = ṡi/Ri(ξi) by using time-
varying or constant scaling Ri(ξi), and the coordinated control laws is derived based on
it. Later, this idea is extended to coordinated control of multiple underwater vehicles
in [Ghabcheloo et al., 2009], and achieve path following based cooperative control for
multiple surface vessels in [Almeida et al., 2010].

However, applying path reparameterization to get normalized along-path distance,
also leads to the extra coordination error dynamics. This solution makes an additional
parameterization work and the resulted control design is not simple. In this thesis, there
is another solution to this problem. By using the desired geometric relationship between
virtual targets moving on different paths, the path is not required to be reparameterized
and normalized along-path distance is represented in a simple way.

• Available solution for question 2 : build a communication topology

In practical application of coordinated multi-vehicle system, inter-vehicle communi-
cation network is a prerequisite to enable information sharing between vehicles and
make the coordination be possible. Actually, the communication topology also indirectly
defines the coordinated controller designed in a centralized or decentralized way. For
example, leader-follower strategy gives a broadcasting-like communication topology so
that centralized coordination strategy is the only choice.
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Most of the early stage work seems to have been performed within a leader-follower
framework and a centralized controller, e.g., in [Encarnacao and Pascoal, 2001,
Lapierre and Soetanto, 2003], where an AUV tracks the planar projection of an
ASC onto its nominal path, while the ASC follows its own path at sea ; In
[Kyrkjebø et al., 2007] a leader-follower synchronization output feedback control
scheme is presented for ship replenishment operation, in order to transfer fuel and sup-
plies from one ship to the other while vessels are underway. In [Breivik et al., 2008], a
so-called guided formation control scheme is developed for fully actuated ships within
a leader-follower framework. However, in these early approaches to coordinated path-
following, the communication constraints are not addressed explicitly and new tech-
niques are required to make progress. The simple leader-follower strategy is effective
for two vehicles, and in the multi-vehicle case (beyond three vehicles or much more of
them), the inter-vehicle communication is a practical issue, which also enables the de-
centralized control laws to avoid the problem of single failure of the leader in the leader-
follower approach. Algebraic graph theory1 is an elegant methodology to represent the
complex communication topology in a simple and formal mathematical way, where the
concept of graph Laplacian, a matrix representation of the graph associated with a given
communication topology, provides a classic method to rigorously analyze the formation
stability of multi-vehicle system. In [Fax and Murray, 2002], it clearly shows how the
graph Laplacian associated with a given inter-vehicle communication network plays a
key role in assessing stability of the behavior of the vehicles in a formation. Later, there is
an emerging trends to use graph theory for coordination and cooperation in literatures
[Olfati-Saber and Murray, 2004, Lin et al., 2005, Moreau, 2005, Wei and Beard, 2005,
Dimarogonas and Kyriakopoulos, 2006], to name but a few. In the case of coordinated
path following control, graph theory is also widely used in the decentralized control
design [Ghabcheloo et al., 2007, Ihle et al., 2007, Ghommam and Mnif, 2009].

• Cascade system theory and coordinated straight lines following

Most of the control design on coordinated path following, is based
on Lyanpunov design and backstepping technique [Skjetne et al., 2002,
Lapierre and Soetanto, 2003, Ghabcheloo et al., 2006a, Aguiar and Pascoal, 2007a,
Do and Pan, 2007, Ghommam and Mnif, 2009]. However, there are a larger amount
of attentions to deal with formation path following of straight lines, by means of
building the interconnected structure of cross-track error dynamics and synchro-
nization error dynamics, and using nonlinear cascaded systems theory to analyze
the stability properties of the overall interconnected system [Børhaug et al., 2010].

1The preliminaries of algebraic graph theory and related Laplacian matrix will be introduced in section
6.1.3.1.
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Actually, these research work on coordinated path following control, are inspired by
the previous work of Pettersen where persistently excitation (PE) condition is required
for trajectory tracking of nonholonomic and underactuated vehicles and straightline
is excluded to be tracked [Pettersen and Nijmeijer, 2001]. In case of path following,
the restrictive PE condition is relaxed under some mild assumptions and following
straightline is possible. In [Pavlov et al., 2007], formation path following controller
for 2D motion of 3DOF underactuated surface vessels is considered, consisting of a
Line-of-Sight guidance law and a coordination control law, which makes each vessel
asymptotically follow a given straight line path corresponding to a desired formation
with a given forward speed profile. This work is extended to deal with constant
ocean current in [Børhaug et al., 2008], where a modified Line-of-Sight guidance
law with integral action and a pair of adaptive tracking controller is proposed to
counteract environmental disturbances, and globally asymptotically achieve straight
line formation path following. Furthermore, under the same control strategy, in order
to deal with the presence of unknown ocean current, an adaptive yaw controller
steers each vessel converging to its desired straight line path while rejecting ocean
currents with unknown direction and magnitude, and a surge controller guarantees
formation assembly with a desired forward speed [Burger et al., 2009]. The work
[Pavlov et al., 2007] has also been extended to 3D motion of 5DOF underactuated
underwater vehicles in [Børhaug et al., 2007], and the problem of straight line path
following for formations of underactuated AUVs is solved under the topological
constraints of the communication network. These research works are valid for a fleet
of marine vehicles following straight-line paths and forming a desired formation. For
ideas on how to extend the proposed control strategy to more general (curved) paths,
there are some clues indicated in [BØrhaug, 2008].

2.3 Summary

In this thesis, the main concerns focus on two types of control design for non-
holonomic autonomous vehicles, i.e., path following and path tracking control. Mo-
reover, the derived controller steps from single vehicle system into multi-vehicle
system under coordination, following a design principle from the simple case to
complicated case. Note that the localization problem of vehicles is not conside-
red herein when dealing with the motion control of single or multiple vehicles,
by assuming that the positioning of the vehicles is perfect. The interested rea-
der can refer to some established methods, for instance, Extended Kalman Filter
localization [Jetto et al., 1999, Roumeliotis and Bekey, 2000], Monte Carlo localiza-
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tion [Fox et al., 1999, Thrun et al., 2001], and interval analysis based localization
[Jaulin et al., 2000, Jaulin, 2009a].

After reviewing major important research work in the fields of motion control de-
sign, some classic and effective methods are adopted and combined with some new
elements proposed in this thesis. In the case of single vehicle path following, the
idea of introducing virtual target and the approaching angle guidance proposed in
[Lapierre et al., 2003, Soetanto et al., 2003] is used to briefly introduce the path fol-
lowing control design for the unicycle-type vehicle, while the adapted LOS guidance
design is used for marine vehicle and the computation of side-slip angle is analyzed in
detail. Compared with MMTT, new strategy from path following to trajectory tracking
is proposed to obtain path tracking control design.

Two solutions for coordinated formation control problems are introduced. One is ba-
sed on coordinated path following control, and the other is based on coordinated path
tracking control. Two strategies for each solution is proposed : the centralized stra-
tegy based on leader-follower and virtual structure respectively, and the decentralized
control by using algebraic graph theory. Both of the individual and coordinated control
are based on nonlinear Lyapunov’s direct method design and backstepping technique.
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CHAPTER 3

PROBLEM POSE

Due to the wide engineering applications in the last decades, there has been an
increasing interest in the control of underactuated autonomous vehicles, which are most
commonly subject to nonholonomic constraints [Oriolo and Nakamura, 1991]. These
so-called nonholonomic constraints arise in mechanical systems where some constraints
are imposed on the motion. This class of underactuated and nonholonomic systems are
abundant in real life, which have been involved in all kinds of intelligent mechanical
systems, including manipulators, mobile robots, surface vessels, underwater vehicles,
helicopters, spacecrafts, etc. [Fantoni and Lozano, 2002].

This chapter sets the background for the main subject of the thesis : nonlinear motion
control of nonholonomic and underactuated autonomous vehicles. Selected models of
two types of autonomous vehicle systems are introduced, i.e., nonholonomic unicycle-
type mobile vehicle and underactuated autonomous underwater vehicle, to illustrate
the applications of motion control. The idea of control design extended from nonholo-
nomic wheeled vehicle to underactuated underwater vehicles, is presented based on the
similarity between these two vehicles in the kinematics stage, and the difference in the
dynamics stage is shown as well. Basic notations for fundamental motion references are
introduced. By choosing different reference frames, two types of error dynamics for mo-
tion control are derived, which are used for the motion control design in the following
chapters.

3.1 Underactuated and nonholonomic autonomous ve-

hicles

In this section, the definitions of underactuated system and nonholonomic
constraints are firstly introduced, and the representative model of the underacutated
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underwater vehicles is recalled which suffers from the second-order nonholonomic
constraints. Later, from the motion control point of view, the first-order nonholonomic
autonomous vehicle, i.e., differential driven wheeled vehicle is presented. The similarity
and difference between these two types of vehicles are described, which motivate the
control design from simple underactuated wheeled mobile vehicle to complex underac-
tuated underwater vehicles in the following chapters.

3.1.1 Definitions

This section introduces the definitions of underactuated systems and nonholonomic
constraints, according to the formal mathematical representations.

3.1.1.1 Underactuated systems

Consider systems that can be written as

q̈ = f(q, q̇) +G(q)u

where q is the state vector of independent generalized coordinates, f(.) is the vector
field representing the dynamics of the systems, q̇ is the generalized velocity vector, G
is the input matrix, and u is a vector of generalized force inputs. The dimension of q
is defined as the number of degrees of freedom. System is said to be underactuated if
the external generalized forces are not able to command instanteneous accelerations in
all directions in the configuration space (which is the space of possible positions that
a physical system may attain), i.e. rank(G) < dim(q) [Goldstein, 1980], rather that
dim(G(q)u) < dim(q).

The definition figures out that the underactuated systems are with fewer independent
control actuators than degrees of freedom to be controlled. Whereas, a fully actuated
system can independently control the motion of all its degrees of freedom simulta-
neously.

3.1.1.2 Nonholonomic constraints

Consider a system of generalized coordinates q, with the dynamics

q̈ = f(q, q̇, u)

where u is the vector of external generalized inputs, f(·) is the vector representing the
dynamics. If the conditions of constraints limiting the motion of the system, can be
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expressed as the time-derivative of some functions of the generalized coordinates with
the form

Φ(q, t) = 0

then the constraints are said to be holonomic [Goldstein, 1980]. This type of constraint
is so-called integrated, since the holonomic constraint can be solved by integration.

However, systems in classic mechanics with nonholonomic constraints, which are
defined as linear constraints w.r.t. generalized coordinates q, having the form

Φ(q, t)q̇(t) = 0

That means the equations of motion constraints are irreducible, and can not be ex-
pressed as time derivative of some function of the state. Therefore, the constraints are
non-integrable, which are called as nonholonomic constraints [Goldstein, 1980]. Within
nonholonomic systems, the generalized coordinates are not independent of each other.
The nonholonomic constraints can be classified into two principal categories, the first-
order nonholonomic constraints and the second-order nonholonomic constraints.

The first-order nonholonomic constraints are defined as constraints on the genera-
lized coordinates and velocities of the form h(q, q̇) = 0 that are non-integrable, i.e.
can not be written as Φ(q, t) = 0. These constraints include nonholonomic constraints
arising in classical mechanics and nonholonomic constraints arising from kinematics
[Oriolo and Nakamura, 1991].

The second-order nonholonomic constraints are defined as constraints on the gene-
ralized coordinates, velocities and accelerations of the form h(q, q̇, q̈) = 0, which are
non-integrable, i.e. can not be written as the time derivative of some function of the
generalized coordinates and velocities, i.e. Φ(q, q̇) = 0. These nonholonomic constraints
can not be solved by integration, as they are an essential part of the dynamics. The
second-order nonholonomic constraints most commonly occurs in surface vessels, un-
derwater vehicles, spacecraft and space robots.

• Example : holonomic system

Consider the following system given in [Lefeber, 2000]{
ẋ = uy

ẏ = −ux
(3.1)

where two state variables (x, y)T ∈ <2 denote absolute Cartesian position in the plane
and u is the control input. This system contains a constraint on the velocities as follows

xẋ+ yẏ = 0 (3.2)
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The equation (3.2) implies a holonomic constraint, since it can be integrated to yield

x2 + y2 = c (3.3)

where c is a positive constant. It means the system (3.1) can be reduced to (3.3). There-
fore, the system (3.1) is called a holonomic system, and the state trajectory is restricted
by a circle. This example illustrates the concept of holonomic systems and integrable
property. Examples of nonholonomic constraints and non-integrable properties will be
given in (3.12) and (3.16) respectively.

3.1.2 Motivation for underactuated system applications

As underactuated mechanical systems are abundant in real life, the study of control
methodologies are needed for underactuated systems that can be applied in practice.
The motivation for underactuated system applications, includes the following advan-
tages as follows :

• Wide engineering applications :
There is a large number of underactuated marine vehicles operated in the open
sea, and it is worth to attract much attention for control engineering practice.

• Cost-effectiveness considerations :
Compared with fully-actuated vehicles, underactuated vehicles normally exhibit
cost-effectiveness in the case of long range survey missions.

• Actuator efficiency :
A fully actuated vehicle becomes underactuated while traveling at high speed, due
to the dramatically decrease of the lateral thruster efficiency.

• Weight reduction :
Heavy weight has a side effect for autonomous flight vehicles, and heavy weight
also leads to extra efforts to balance the underwater vehicles to a neutral buoyant
status in most of the cases.

• System reliability :
Actuator failures render vehicles into underactuated configuration, whereas the
underactuated control backup guarantees the safety as much as possible.

However, underactuated configuration brings more control challenges as having less
control inputs than degree of freedom, and leads to increased control complexity.

Most underactuated systems can not be fully feedback linearized, and exhibit non-
holonomic constraints. If classic motion control design for fully or over-actuated vehicle
system, are directly applied to the underactuated ones, the resulting performance of the
control system is poor or even the control objective cannot be achieved. This requires
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to study advanced control techniques for underactuated systems, in order to accommo-
date the reduced degrees of freedom available for controller and resulted nonholonomic
constraints.

3.1.3 Model of underactuated underwater vehicle

Underactuated systems have a number of very important practical applications in the
field of autonomous marine vehicles control. In this section, the mathematical models
of underactuated autonomous marine vehicle are described, which will be used for the
design of various control systems in the subsequent chapters .

Many marine vehicles, including ocean ships, autonomous underwater vehicles and
surface crafts, are equipped with two actuators for surge and yaw motion controls only,
but without any actuators for sway motion. In Figure 3.1(a), there is the underactuated
AUV "Infante" propelled by two electric back thrusters, from Instituto Superior Téc-
nico(IST), Portugal. The "Delfim" from IST is one of this kind of surface craft equipped
with two propellers shown in Figure 3.1(b).

(a) Underactuated underwater vehicle :
Infante in IST, Portugal

(b) Underactuated surface vehicle :
Delfim in IST, Portugal

Figure 3.1 – Underactuated marine vehicles

SNAME Notation for marine vehicles :
Throughout this thesis, we use the standard notations in Table 3.1, which

are defined by the Society of Naval Architects and Marine Engineers (SNAME)
[SNAME and Engineers, 1950].

For a marine vehicle moving in six degree of freedom (DOF) defined as surge, sway,
heave, roll, pitch and yaw, six independent coordinates are necessary to determine its
position and orientation in two reference frames, the inertial coordinate frame {I} and
the body fixed coordinate frame {B}, as shown in Figure 3.2. Difference from aerial
vehicles, the motion of the Earth rarely affects ocean vehicles, the earth-fixed frame can
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be considered to be inertial. The body-fixed frame {B} is a moving coordinate which is
fixed to the vehicle. In general, the body axe xb is the longitudinal axis directed from
aft to fore ; yb is the transverse axis directed to starboard ; and zb axe is the normal
axis directed from top to bottom. Based on the definitions in Table 3.1, the following
vectors can be used to describe the general motion of a marine vehicle :

η1 = [x, y, z]T : position of the origin of {B} with respect to {I}, expressed in {I}.
η2 = [φ, θ, ψ]T : orientation of {B} with respect to {I}, expressed in {I}.
ν1 = [u, v, ω]T : linear velocity of the origin of {B} relative to {I}, expressed in {B}

(i.e., body-fixed linear velocity).
ν2 = [p, q, r]T : angular velocity of {B} relative to {I}, expressed in {B} (i.e., body-

fixed angular velocity).
τ1 = [X, Y, Z]T : external force acting on the vehicle decomposed in {B}.
τ2 = [K,M,N ]T : external moment acting on the vehicle decomposed in {B}.

Figure 3.2 – Underwater vehicle in inertial frame

The standard 6-DOF kinematic and dynamics model of underwater vehicles is intro-
duced in Appendix B. In the following section, the simplified horizontal motion model
of underactuated AUVs is introduced, which will be used for the motion control design
in this thesis.

3.1.3.1 Simplified underactuated horizontal motion model

The horizontal motion of an autonomous surface craft or an autonomous underwater
vehicle moving in a horizontal plane is often described by the motion components in
surge, sway, and yaw, while neglecting the motions in roll, pitch, heave, i.e., (z, φ, θ)T =

03×1. Hence, we choose motion variables vectors η = (x, y, ψ)T and ν = [u, v, r]T .
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Table 3.1 – SNAME Notation for marine vehicles
Degree of Motion Force and Linear and Position and
freedom Components Moment Angular Velocity Euler Angles

1st Surge X u x
2nd Sway Y v y
3rd Heave Z ω z
4th Roll K p φ

5th Pitch M q θ

6th Yaw N r ψ

Consider the planar motion of an autonomous underwater vehicle shown in Figure
(3.3). The vehicle is equipped with two independent back thrusters, mounted symme-
trically with respect to its longitudinal axis. Recruiting two different kinds of working
mode of the thrusters, i.e. common and differential outputs, a force τu along the ve-
hicle’s longitudinal axis and a torque τr on its vertical axis are generated, respectively.
As there is no lateral thruster and only two actuators for motion in three degrees of
freedom, the vehicle is indeed underactuated. The two actuators are two propellers in
this thesis. Practically, it can be a propeller and a rudder, or a jet propulsion system for
underactuated ASVs that is either steerable or equipped with a rudder.

Figure 3.3 – 3-DOF underwater vehicle in horizontal plane

In the absence of ocean currents, the 3-DOF kinematic equations of the vehicle in
the horizontal plane can be written as

η̇ = J(η)ν (3.4)

where the rotation matrix from the general 6-DOF expression (B.9) to one principal
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rotation about the z axis, i.e., J(η) = Rz,ψ.

For simplicity, it is assumed that the vehicle has homogeneous mass distribution and
xz-plane symmetry, the vehicle is neutrally buoyant and the center of buoyancy (CB)
coincides with the center of gravity (CG) located vertically on the z axis, such that
g(η) = 03×1. Neglecting the dynamics associated with the motion in heave, roll and
pitch, i.e. (ω, p, q)T = 03×1, and ignoring all elements of the nonlinear damping, the
3-DOF dynamic equations of the vehicle in the horizontal plane is simplified as

Mν̇ = −C(ν)ν −Dν + τ (3.5)

The matrices J(η),M,C(ν) and D are given by

J(η) =

 cosψ − sinψ 0

sinψ cosψ 0

0 0 1

 , M =

 m11 0 0

0 m22 m23

0 m23 m33

 ,
D =

 d11 0 0

0 d22 d23

0 d32 d33

 , C(ν) =

 0 0 −m22v −m23r

0 0 m11u

m22v +m23r −m11u 0


(3.6)

with
m11 = m−Xu̇,m22 = m− Yv̇,m23 = mxg − Yṙ,m33 = Iz −Nṙ,

d11 = −Xu, d22 = −Yv, d23 = −Yr, d32 = −Nv, d33 = −Nr

(3.7)

In (3.7), m is the mass of the vehicle, ; Iz is the vehicle’s inertial about the z-axis of
the body frame ; xg is the along x-axis coordinate of the vehicle center of gravity ;
X(..), Y (..), N(..) express hydrodynamic derivatives of the system ; and other symbols
denote the hydrodynamic derivatives [Fossen, 2002].

Since there is no independent actuator in the sway for the underactuated underwater
vehicle under consideration, the propulsion force and moment vector can be expressed
as τ = [τu, 0, τr]

T .

3.1.3.2 Second-order nonholonomic constraints

Applying the following nonsingular kinematic transformations, there is{
v = J−1(η)η̇

v̇ = J−1(η)(η̈ − J̇(η)J−1(η)η̇)
(3.8)

since J(η) is a rotation matrix, it is invertible.
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Now substituting (3.8) into the simplified 3-DOF dynamic equations in the horizon-
tal plane (3.5), results in the mathematical dynamics model represented in the inertial
frame :

M
′
(η)η̈ + C

′
(v, η)η̇ +D

′
(v, η)η̇ = τ (3.9)

where {
M

′
(η) = MJ−1(η), D(η) = D(v)J−1(η), η = [x, y, ψ]T

C
′
(v, η) = [C(v)−MJ−1(η)J̇(η)]J−1(η), τ = [τu, 0, τr]

T
(3.10)

In this system, there are only two propellers to generate the force and the torque. In-
deed, in the vector τ , there is only two physical terms on the first and third line, and
one absent term on the third line. Therefore, this system is underactuated since it has
three degree of freedom with only two control inputs (dim(τ) < dim(η)).

From the second line of the dynamic equation in (3.9), we have

m22(ẍ sinψ−ÿ cosψ)+(m22−m11)ψ̇(ẋ cosψ+ẏ sinψ)+d22(ẋ sinψ−ẏ cosψ)−m23ψ̈−d23ψ̇ = 0

(3.11)
or written in a compact form as

m22v̇ +m23ṙ +m11ur + d22v + d23r = 0 (3.12)

which is the nonholonomic second-order constraints, involving second-order time deri-
vative of the configuration variables due to the underactuation in sway direction, that
holds regardless of the control inputs τu and τr. In this sense, the second-order nonho-
lonomic constraint is also named as acceleration constraints.

3.2 Motion control analysis of underactuated system

Underactuated system do arise in plenty of robotic vehicle control in both land and
marine robotics when the number of actuators of an autonomous vehicle is less than its
degree of freedom. For instance, a unicycle-type wheeled robot with two rear steering
wheels, or an autonomous underwater vehicle without side thrusters. In this section, the
problem of motion control of underactuated system is analyzed from the point of view
of nonholonomic constraints. As a benchmark case, motion control of the first-order
nonholonomic and underactuated unicycle-type wheeled robots is firstly discussed, and
then the anlysis is extended to second-order nonholonomic underactuated AUVs, based
on the similarity of control inputs and kinematics between them, as shown in Figure 3.5.
The difference embedded in dynamics motivates the further treatment in the control
design.
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3.2.1 Benchmark case : nonholonomic unicycle-type mobile robot

In this section, the model of differential driven unicycle-type mobile robot is intro-
duced, which is perhaps the most frequently investigated nonholonomic model in the
literatures concerning motion control.

Consider a unicycle-type differential driven autonomous vehicle in Figure 3.4(a).
There are following assumptions for this model as described in [Aguiar, 2001]. The
vehicle has two identical parallel, non-deformable rear wheels and a passive steering
front wheel. It is assumed that the plane of each wheel is perpendicular to the ground
and the contact between the wheels and the ground is pure rolling and non-slipping,
such that the velocity of the center of mass of the vehicle is orthogonal to the rear wheel
axis. The masses and inertias of the wheels are negligible and the center of mass of the
vehicle is located in the middle of the axis between the rear wheels .

Each real wheel is equipped one driver motor, such that it can turn independently
forward or backward. Differential driven working mode enable different speeds at each
rear wheel to cause the turn of the vehicle. A popular durable, differential-drive mobile
robot platform for research named as Pioneeer P3-DX is shown is Figure 3.4(b).

(a) Unicycle-type mobile robot (b) Pioneer P3-Dx robot

Figure 3.4 – Differential driven unicycle-type mobile robot

3.2.1.1 Kinematics and dynamics model

Let {I} be the (universal) inertial frame, and {B} be the body frame with the origin
coinciding with the center of the rear wheels axis. The robot is with coordinates p =

(x, y, ψB)T in {I}, and with velocity vector q = (u, r)T . Let (x, y)T express the position of
the wheel axis center and ψB express the vehicle orientation with respect to the x-axis.
Let u and r denote the linear (forward) and angular (rotational) velocity of the vehicle
of {B} with respect to {I} respectively.
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Kinematics model :
The kinematics of a unicycle-type autonomous vehicle is defined by the Jacobian

matrix J

ṗ =

 ẋ

ẏ

ψ̇B

 = Jq =

 cosψB 0

sinψB 0

0 1

( u

r

)
(3.13)

Furthermore, let ωr and ωl denote the angular velocity of the right-side and left
side rear wheels generated by two independent motors respectively, and R denotes the
radius of rear wheels, and L is the half length of the axis between them. Then the linear
relationship between the control input (ωr, ωl) and (u, r) is(

u

r

)
=
R

2

(
1 1

1/L −1/L

)(
ωr

ωl

)
(3.14)

Due to the differential driven property, it is easy to see that when ωr = ωl > 0, the
vehicle moves straightly forward. Further, the vehicle rotates on the spot without any
translation when the inputs with ωr = −ωl 6= 0 is applied.

Notice that the transformation between (u, r)T and (ωr, ωl)
T is nonsingular, as the

determinant of the transformation matrix is −R/L 6= 0. Consequently, the control trans-
formations are globally well defined by substituting (3.14) to (3.13), the properties
of controllability and stability of the system (3.13) hold for the physical model of a
unicycle-type robot.

Dynamics model :
The wheels control provides the forward force F and angular torque N applied

on the vehicle’s center of mass. Let m and I denote the robot mass and the moment of
inertia, respectively. Resorting to the Euler-Lagrangian equation of motion, the reduced-
order dynamic model of the unicycle-type autonomous vehicle is obtained by augmen-
ting (3.13) with the equations

τ =

(
F

N

)
= Mq̇ =

(
m 0

0 I

)(
u̇

ṙ

)
(3.15)

3.2.1.2 First-order nonholonomic constraints

The differential driven unicycle mobile robot with kinematics model (3.13) is refer-
red to as an underactuated system, since there are only two control inputs in the surge
(moving forward) and yaw (rotating) directions, for three state variables and three mo-
tion degree of freedom as well. This representation of model (3.13) is also well known
as Brockett’s nonholonomic integrator and can be found quite frequently in the litera-
ture dealing with nonholonomic systems.
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Actually, the nonholonomic constraints occurs on the velocity of the unicycle model,
such that the linear velocity of the unicycle is always aligned with the longitudinal axis :

ẏ cosψB − ẋ sinψB = 0 (3.16)

Contrary to the holonomic constraint (3.2), the constraint (3.16) can not be
integrated which means this constraint can not be written as time derivative of some
function of the generalized coordinates. Therefore, this non-integrable constraints
on the generalized coordinates and velocities belong to the first-order nonholonomic
constraint. It is also called the lateral zero-speed constraint in the case of unicycle-type
differential driven autonomous vehicles, as the vehicle cannot directly move sideways
perpendicularly to the direction of the rear wheels and should maneuver to approach
position in the sway direction.

Control design analysis :

The laws of mechanics show that the trajectory of a moving vehicle is fully related to
the amplitude and the orientation of its total speed. These variables must be driven to a
desired value to control the trajectory. Due to the first-order nonholonomic constraints
occurring on the speed, the total speed of a unicycle-type robot is permanently equal to
its forward speed. In the case of path-following control problem, it can be solved for the
unicycle-type robot by designing a kinematics controller that steers the vehicle onto the
path and then guarantees that the orientation of the forward speed stays tangent to the
path [Soetanto et al., 2003, Lapierre et al., 2003].

In the overall control loop, the kinematic controller actually acts as a reference, gi-
ving the desired signals for the control subsystem based on the dynamics level. Using
backstepping techniques [M. Krstic and Kokotovic, 1995], the control law in kinematic
level can be extended to deal with vehicle dynamics. Interestingly, the linear relation-
ship between the actual control inputs (force and torque) in the dynamics stage and
the virtual control inputs in the kinematics stage in (3.15), renders the implementa-
tion easier. Furthermore, the uncertainty of model parameters can also be addressed by
Lyapunov based adaptive design as shown in [Lapierre et al., 2006].

3.2.2 Extended case : underactuated underwater vehicle

For the motion control of autonomous vehicles, the control strategy depends on
the type of actuation. From the actuation point of view, there exists a visible similarity
between the underactuated underwater vehicles and the classic unicycle-type wheeled
robot, as the control inputs in the kinematics stage are the same : the forward and
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yaw speeds. This reveals the connection between unicycle-type vehicle and AUV control
strategies [Lapierre and Jouvencel, 2008].

3.2.2.1 Similarity in the kinematic stage

(a) autonomous underwater vehicle (b) unicycle-type mobile robot

Figure 3.5 – Similarity between underactuated AUV and unicycle-type mobile robot

In Figure 3.5, compared with a unicycle-type mobile robot, an autonomous under-
water vehicle moving in horizontal plane is illustrated in Cartesian coordinates. In order
to describe the motion of the AUV, three different reference frames are illustrated here.

1) Inertial frame {I}, which is also called as fixed reference frame or global coordi-
nate frame in Cartesian space.

2) Body fixed frame {B}, with origin at the center mass of the vehicle and the x-axis
in the surge direction.

3) Flow frame {W}, which is obtained from {B} by rotating it around the ZB axis
through sideslip angle β in the positive direction.

The vehicle is with generalized coordinates p = (x, y, ψ)T in inertial frame I. Let u
and v are the longitudinal (surge) and transverse (sway) velocities, respectively. Let r is
the angular speed (yaw rate). The kinematic equations of the AUV can be written as

ẋ = ucosψB − vsinψB

ẏ = usinψB + vcosψB

ψ̇B = r

(3.17)

Assuming u is never equal to zero. Then, the sideslip angle β can be defined as
arctan(v/u). Considering the flow frame {W} which is obtained by rotating body frame
{B} around the zB axis through the sideslip angle β, the kinematic equations can then
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be re-written to yield 
ẋ = vt cosψ

ẏ = vt sinψ

ψ̇ = r + β̇

(3.18)

Where ψ = ψB + β is the global heading of vt with respect to {I}, and vt is the total
speed expressed in {W}. Clearly,

vt =
√
u2 + v2 (3.19)

Notice that the control of an AUV system implies considering a permanent positive
forward speed u > 0 (vt > 0 as well), for an effective control action of the rudder/fin
control surfaces.

The kinematics of underactuated vehicle is defined by a Jacobian matrix J ẋ

ẏ

ψ̇

 = ṗ = Jq =

 cosψ 0

sinψ 0

0 1

 q +

 0

0

β̇

 =

 vt cosψ

vt sinψ

r

+

 0

0

β̇

 (3.20)

Thus, the vehicle can be taken as having velocity vector q = (vt, r)
T , and the yaw

rate influenced by the side-slipping effect through the term β̇.

• Control similarities between unicycle-type robot and underactuated AUV :
Note that the choice of a new frame in Figure 3.5, i.e., flow frame {W}, simplifies

the first two kinematic equations of underwater vehicles in (3.20) and brings out their
similarities with those of a wheeled robot in (3.13).

It indicates that in path following motion control, the unicycle case is solved by
controlling the forward speed tangentially to the path, the underactuated case requires
the control of the total speed defined in (3.19). The reason is that the total speed of a
unicycle-type robot is permanently equal to its forward speed u due to the first-order
nonholonomic constraints on speed (lateral zero-speed constraint and cannot directly
move in the sway direction). This lateral speed constraints is relaxed in the underactua-
ted AUVs suffering from the second-order nonholonomic constraints on acceleration but
not directly on speed, such that the total speed of an underactuated vehicle results from
both surge and sway components u and v in (3.19). There is no lateral speed constraints,
so that the underwater vehicle can be side-slipping. Thus, designing a controller for a
side-slipping underwater vehicle implies driving the amplitude and the orientation of
the total speed to desired values, defined with respect to the motion objectives that the
vehicle must reach and follow. However, due to the term β̇ appears at the kinematics
level in (3.20), the system dynamics must be carefully considered in the control design.
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3.2.2.2 Difference in the dynamic stage

As discussed above, from the first-order nonholonomic underactuated unicycle
type vehicle to the second-order nonholonomic underactuated underwater vehicle, the
control design in the kinematics stage is similar.

However, the related variable β = arctan(v/u) exists in the case of underwater ve-
hicles, such that control design based on kinematics is not enough and the controller
design must resort to the vehicle dynamics. As v is not directly controllable, the dy-
namics of sway velocity v must be explicitly taken into account which depends on the
equation (mvv̇ + muurr + dvvr = 0 in (3.5)). This rules out any attempt to design the
AUV controller only relying on its kinematic equations, which is a basic difference in
control design between underactuated underwater vehicles and unicycle-type vehicles.

Essentially, the kinematic controller involves a computation of β̇ = (uv̇ − vu̇)/v2
t ,

therefore a computation of u̇ and v̇, the longitudinal and transverse accelerations of the
vehicle, depending on the dynamic model injects dynamic parameters at the kinema-
tic level. Furthermore, the backstepping process, used to design the dynamic control
from the kinematic solution, reveals the necessary computation of β̈, hence ü and v̈ ,
the transverse and longitudinal system jerks. This is achieved by resorting to the dyna-
mic model again, and it implies deriving longitudinal and transverse acceleration ex-
pressions from the dynamical model. Moreover, the nonlinearity in the AUV dynamics
makes the control design more complex than the linear case in unicycle type vehicle.
In the later section 5.1, one can see more details on the difference in control design of
underactuated AUVs.

Summary :

Based on the explained connection between nonholonomic unicycle-type mobile ro-
bot and underactuated AUV, an important remark is that the research on underactuated
AUV system is an extension of the research on the unicycle-type mobile robot systems.
This is the theoretic root inspiring us to firstly address the problem of motion control
of nonholonomic mobile robots, before going to underactuated underwater vehicles. At
the same time, we can benefit from convenient experiments on nonholonomic mobile
robots at the early stage, other than the high-cost and heavy experiments on underwater
vehicles, especially when we deal with multiple vehicles.

In this thesis, we investigate the path following and path tracking control of unde-
ractuated unicycle-type vehicles in chapter 4, and then migrate the methodology and
extend the control laws to underactuated AUVs in chapter 5. The coordinated motion
control of both types of vehicles is given in chapter 6.
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3.3 Basic notations and error dynamics for motion

control

In this section, basic notations are given to describe three fundamental motion re-
ference elements. Subsequently, mathematical methods to build error dynamics are
introduced, as the motion control problem (i.e., path following and path tracking)
can be converted into the stabilization problem of a tracking error vector between
the vehicle and the moving target on a path or trajectory being stabilized to zero.
[Walsh et al., 1994].

3.3.1 Basic notations

Before discussing different type of motion control problems, three main different
references as desired targets for motion control, i.e., posture, path and trajectory, are
describes and the definitions of these motion references will be given as well.

(1) Posture
Let <n be the configuration space. The term posture is corresponding to a specific

target configuration, with definite position vector η1 and orientation vector η2 denoted
in the n dimension configuration space. That is

ξ = [η1 η2]
T ∈ <n (3.21)

For instance, the posture of a 6-DOF AUV can be described as η = [η1 η2]
T =

[x, y, z, φ, θ, ψ]T .
(2) Path
A path Γ(τ) in the configuration space <n, is a regular geometric curve parameteri-

zed by a continuous scalar τ in a closed subset [0, τf ]. A mathematic expression of path
is

Γ(τ) : τ → <n, τ ∈ [0, τf ], τf ∈ <+ (3.22)

where τ is called the path parameter.
In this framework, the path could be described as, there is a virtual target in the

configuration space, freely moving forward in terms of time (i.e., the speed and acce-
leration along the path remains to be freely determined), and the trace of the moving
target becomes a path.

(3) Trajectory
If the regular curve Γ(t) in the configuration space <n described above, is parame-

terized by time t in a certain time interval [0, tf ], it can be defined as a trajectory. A
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mathematic expression of trajectory is

Γ(t) : t→ <n, t ∈ [0, tf ], tf ∈ <+ (3.23)

In this framework, the trajectory could be described as, there is a virtual target in
the configuration space, moving forward with a defined function of time in order to
arrive at the given position at the given time instant, and the temporally parameterized
trace of the moving target becomes a trajectory.

These seemingly obvious concepts about posture, path and trajectory, are the fund-
mental pillars for the classification of motion control for autonomous vehicles. Roughly,
the problem of motion control addressed can be classified into four categories in the
contemporary literatures, i.e., posture stabilization, path following ,trajectory tracking
and path tracking.

3.3.2 Error dynamics for motion control

In general, the motion control problem, can be rephrased as the stabilization to zero
of a tracking error vector between the vehicle and the reference, using all the available
control inputs. Hence, building a suitable error vector is the first step for motion control
design. Depending on the different choices of reference frame in which the error vector
is built, there are two main methods to build it, which is useful for motion control
design. In this section, we build error model and corresponding error dynamics for
unicycle type wheeled vehicle, and then extend it to underactuated underwater vehicles.

To the best knowledge of the author, the error dynamics usually is built in Car-
tesian coordinates, with respect to the body frame of the vehicle, or related to the
reference target (moving target or virtual vehicle). The first one is widely used as repor-
ted in [Kanayama et al., 1990], [Jiang and Nijmeijer, 1997], [Fierro and Lewis, 1997],
[Aguiar and Hespanha, 2007]. It is a natural way to map the error vector in the body
frame of the vehicle itself.

In a converse way, the error vector is described in the frame of the reference tar-
get (virtual point-mass target or virtual vehicle) which is normally represented by the
Frenet-Serret formulas. This special way is useful for path following control, as we can
easily choose the velocity of the virtual target and let it collaborate with the move-
ment of the real robot, and try to minimize the error space. This method is reported in
[Diaz del Rio et al., 2001, Soetanto et al., 2003, Lapierre et al., 2003].
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3.3.2.1 Error dynamics in body frame

Let the actual vehicle with generalized position vector be denoted by p = (x, y, ψ)T in
the inertial frame {I}, where (x, y)T and ψ describe the position and orientation in {I}
respectively. Similarly, let pr = (xr, yr, ψr)

T denote the generalized position coordinate
of the target reference in the inertial frame.

Figure 3.6 – Error vector in body frame

As depicted in Figure 3.6 , the error vector in the inertial frame can be formulated
as

(
−−→
BF )I = (

−→
OF )I − (

−−→
OB)I (3.24)

Expressing the vector relationship in the vehicle’s body frame {B} yields

(
−−→
BF )B = RB

I (
−−→
BF )I = RB

I ((
−→
OF )I − (

−−→
OB)I) (3.25)

where RB
I is the rotation matrix from frame {I} to frame {B}

RB
I =

 cos θ sin θ 0

− sin θ cos θ 0

0 0 1


Let peB = (xe, ye, ψe)

T be the error vector (or error space). We can simplify the error
vector from (3.25), as

peB = RB
I (θ)(pr − p) (3.26)

That is

peB =

 xe

ye

θe

 =

 cos θ sin θ 0

− sin θ cos θ 0

0 0 1


 xr − x

yr − y

θr − θ

 (3.27)
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where peB = [xe, ye, θe]
T consists of the along-track error xe and the cross-track error ye

with respect to the vehicle body frame {B}, and the heading error θe with respect to the
inertial frame {I}. The along-track error represents the distance from pr to p along the
x-axis of the body frame, the cross-track error represents the distance along the y-axis
of the body frame, while the heading error represents the heading difference between
the target and the vehicle along the x-axis of the inertial frame.

Assume the vehicle moves with velocities q = (u, ω)T , where u denotes the linear
velocity and ω denotes angular velocity. The reference robot moves with velocities qr =

(ur, ωr)
T . Differentiating the error coordinates, yields error dynamics ẋe

ẏe

θ̇e

 =

 ωye − u+ ur cos θe

−ωxe + ur sin θe

ωr − ω

 (3.28)

In [Kanayama et al., 1990], direct computation is used to get the error dynamics,
but it results in heavy computation burden. The first-order non-holonomic constraint
ẋ sin θ − ẏ cos θ = 0 imposed on the unicycle-type robot, is the important additional
condition to get (3.28). However, in the case of other non-holonomic vehicles, such as
under-actuated marine vehicle, ẋ sin θ − ẏ cos θ = 0 is not true due to the presence of
side-slip velocity imposed by second-order non-holonomic constraints. The derivation of
error dynamics in under-actuated vehicle is more complex than the case of unicycle-type
vehicle. One way to simplify the derivation of error dynamics is to adopt the flow-frame
by rotating body frame {B} around the zB axis through the sideslip angle β.

Another way to simplify the derivation of error-dynamics, is using the specific ortho-
gonal characteristics of rotation matrix, to deduce the equations of error dynamics. In
this sense, this method is universal to all kinds of vehicles. As the rotation matrix RB

I

has the following property

ṘB
I (θ) = RB

I (θ)′θ̇ = RB
I (θ)S(θ)θ̇ (3.29)

where S(θ) is skew-symmetrical with elements 0,−1, 1, i.e.,

S(θ) =

 0 1 0

−1 0 0

0 0 0

 (3.30)

There is, S(θ) = −S(θ)T and XTSX = 0, X ∈ <3.
Rewriting (3.27) as  xe

ye

θe

 = RB
I

 xr − x

yr − y

θr − θ

 (3.31)
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Differentiating above equation, results in ẋe

ẏe

θ̇e

 =ṘB
I

 xr − x

yr − y

θr − θ

+RB
I

 ẋr − ẋ

ẏr − ẏ

θ̇r − θ̇

 = θ̇S(θ)RB
I (θ)

 xr − x

yr − y

θr − θ

+RB
I

 ẋr − ẋ

ẏr − ẏ

θ̇r − θ̇



=

 0 ω 0

−ω 0 0

0 0 0

RB
I

 xr − x

yr − y

θr − θ

+RB
I

 ur cos θr − u cos θ

ur sin θr − u sin θ

θ̇r − θ̇



=

 0 ω 0

−ω 0 0

0 0 0


 xe

ye

θe

+

 ur cos(θr − θ)− u

ur sin(θr − θ)

ω − ωr


Or, rather that the same error dynamics as that in (3.28).

3.3.2.2 Error dynamics in target frame

In Figure 3.7, the target reference based frame {F} is selected, to build the error
vector peF = (xe, ye, ψe)

T . Be aware the geometric relationship is different in Figure
3.7 and Figure 3.6, although the error vector has same elements (xe, ye, ψe)

T as that in
vehicle’s body based frame.

Figure 3.7 – Error vector in target frame

Similarly, expressing the error vector (
−−→
FB)I = (

−−→
OB)I − (

−→
OF )I in the inertial frame

{I}, yields
(
−−→
FB)F = RF

I ((
−−→
OB)I − (

−→
OF )I) (3.32)

where RF
I is the rotation matrix from frame I to frame F

RF
I =

 cosψr sinψr 0

− sinψr cosψr 0

0 0 1


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and ψr is the orientation of the virtual vehicle.
By introducing the error vector peF = (xe, ye, ψe)

T , (3.32) can be rewritten as peF =

RF
I (ψr)(p− pr), that is xe

ye

ψe

 =

 cosψr sinψr 0

− sinψr cosψr 0

0 0 1


 x− xr

y − yr

ψ − ψr

 (3.33)

where peF = [xe, ye, ψe]
T consists of the along-track error xe, the cross-track error ye and

the heading error θe with respect to the target reference frame {F}, and the heading
error θe between the virtual and actual vehicle. The along-track error represents the
distance from p to pr along the x-axis of the target reference frame, the cross-track error
represents the distance along the y-axis of the target reference frame, while the heading
error represents the heading difference between the actual vehicle and the virtual target.

Assume the velocity vector of the vehicle is (u, ω)T , and the velocity vector of the
reference target is (ur, ωr)

T . By using the property of the rotation matrix RF
I in (3.29),

we can get the error dynamics in reference frame ẋe

ẏe

ψ̇e

 = ṘF
I

 x− xr

y − yr

ψ − ψr

+RF
I

 ẋ− ẋr

ẏ − ẏr

ψ̇ − ψ̇r

 =

 ωrye − ur + u cosψe

−ωrxe + u sinψe

ω − ωr

 (3.34)

In another way to get the error dynamics, one can also propagate the ve-
hicle linear velocities from the vehicle’s body frame to the target reference frame
by using the classic law of Mechanics [Craig, 1986], rendering the error dyna-
mics as reported in [Micaelli and Samson, 1993], [Encarnacao and Pascoal, 2000], and
[Lapierre et al., 2006].

Furthermore, the error dynamics (3.34) in target frame, can be rewritten as ẋe

ẏe

ψ̇e

 =

 −ur
0

−ωr

+

 0 ωr 0

−ωr 0 0

0 0 0


 xe

ye

ψe

+

 cosψe 0

sinψe 0

0 1

[ u

ω

]
(3.35)

It decouples the derivative of error variables into the form related to the actual states
(u, ω), tracking errors (xe, ye, ψe) and desired states (ur, ωr) of the vehicle.

3.3.2.3 Error dynamics extended to AUV

In this part, by using the same strategy for unicycle-type mobile robot, the error
model and corresponding error dynamics are built for autonomous underwater vehicles,
based on the motion model of AUV.
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Error dynamics in body frame :
Let the actual AUV with generalized position vector (position and orientation) de-

noted by p = (x, y, ψ)T in the inertial frame {I} as illustrated in Figure 3.8(a), where
ψ = ψB+β is the course angle, and let pr = (xr, yr, ψr)

T denote the generalized position
coordinate of the target reference in the inertial frame.

(a) AUV error vector in body frame (b) AUV error vector in target frame

Figure 3.8 – AUV error vectors in different reference frame

Similarly with that of in unicycle-type vehicle, the error vector for autonomous un-
derwater vehicle built in body frame {B}, is described as

peB = RB
I (ψ)(pr − p) (3.36)

Assume the vehicle moves with velocities q = (vt, ω)T , where vt denotes the total
linear velocity and r denotes angular velocity in (3.18). The reference vehicle moves
with velocities qr = (vtr, ωr)

T . Differentiating the error coordinates (3.36), yields error
dynamics  ẋe

ẏe

ψ̇e

 =ṘB
I (ψ)

 xr − x

yr − y

ψr − ψ

+RB
I (ψ)

 ẋr − ẋ

ẏr − ẏ

ψ̇r − ψ̇



=ψ̇S(ψ)RB
I (ψ)

 xr − x

yr − y

ωr − ω

+RB
I (ψ)

 ẋr − ẋ

ẏr − ẏ

ψ̇r − ψ̇



=

 0 r 0

−ω 0 0

0 0 0


 xe

ye

ψe

+

 vtr cos(ψr − ψ)− vt

vtr sin(ψr − ψ)

ω − ωr


where ψ̇ = ω + β̇ is used.



3.4 Summary 75

Consequently, there is  ẋe

ẏe

ψ̇e

 =

 ωye − vt + vtr cosψe

−ωxe + vtr sinψe

ωr − ω − β̇

 (3.37)

Error dynamics in target frame :
Again, similarly with that of in unicycle-type vehicle, the error vector for autonomous

underwater vehicle built in target frame {F} as illustrated in Figure 3.8(b), is described
as

peF = RF
I (ψ)(p− pr) (3.38)

Suppose the vehicle moves with velocities q = (vt, ω)T , where vt denotes the total
linear velocity and r denotes angular velocity. The target moves with velocities qr =

(vtr, ωr)
T . Let the total velocity of the vehicle be aligned with the tangent vector of the

path, that means the flow frame coincides with the target frame.
Differentiating the error coordinates (3.38), yields error dynamics ẋe

ẏe

ψ̇e

 =

 ωrye − vtr + vt cosψe

−ωrxe + vt sinψe

ω + β̇ − ωr

 (3.39)

3.4 Summary

In this chapter, the definitions of underactuated system and nonholono-
mic constraints are introduced. The first-order and seconder-order nonholonomic
constraints imposed on unicycle-type wheeled robots and underactuated AUVs are pre-
sented respectively. According to this fact, the similarity and difference for control de-
sign between them are indicated, which enables the strategies of motion control for
nonholonomic mobile robots to be extended for underactuated underwater vehicles in
this thesis. Finally, basic notations for motion control is described, and error dynamics
is introduced which is useful for control design in the following chapters.
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CHAPTER 4

MOTION CONTROL OF SINGLE

NONHOLONOMIC UNICYCLE VEHICLE

In this chapter, the motion control problems of three main motion types : trajectory
tracking, path following and path tracking for nonholonomic unicycle-type wheeled
vehicles, are formulated and the control design for each motion type is proposed in de-
tail, by using Lyapunov-based state-feedback control laws and backstepping technique.
Whereas, the control problem of point stabilization is not our interest in this thesis,
one can refer to the solutions reviewed in section 2.1.1. Simulation results illustrate the
performance of the control laws derived and describes the difference of three motion
controllers. Finally, concluding remarks are given to show the exclusive characteristics
of these three main motion behaviors.

4.1 Trajectory tracking control of nonholonomic uni-

cycle vehicle

Although trajectory tracking is not a new issue to be solved, we propose the dedica-
ted controller with the error dynamics built in reference target frame but not in vehicle
body frame, by choosing the control input to avoid the potential singularity. Moreover,
we introduce the control design procedure in this part, as a preparation and comparison
for path following and path tracking according to the control objective.

4.1.1 Problem formulation

In the problem of path following, the desired linear velocity of the vehicle is predefi-
ned. The vehicle is required to adapt its orientation to approach the path, and the speed
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of the virtual target moving along the path complies with that of the vehicle, in order
to achieve the control objective.

However, in trajectory tracking, the desired linear velocity of the vehicle cannot be
chosen freely, and it absolutely complies with the reference trajectory parameterized
through time t. In other words, there is one virtual reference vehicle moving with pre-
defined velocity [ur(t), ωr(t)]

T at time instant t, generating the trajectory to be tracked
by the actual vehicle as shown in Figure. (4.1). Therefore, the trajectory tracking pro-
blem requires the vehicle to track the specific position defined by the virtual vehicle at
each given time instant, through adapting its linear and angular velocities.

Figure 4.1 – Trajectory tracking of nonholonomic autonomous vehicle

Generally, trajectory tracking controller is designed in the vehicle body frame {B},
see [Kanayama et al., 1990], [Fierro and Lewis, 1997], [Aguiar and Hespanha, 2007]
among many others. Herein, we propose the controller derived from the error dyna-
mics which is built in reference based frame {F}, and choose the control inputs to
avoid the singularity in the control design.

Let the tracking error state vector peF = [xe, ye, θe] be built in the target frame {F},
where the target is the virtual vehicle, generating the desired trajectory. As described in
section 3.3.2.2, we can define the error vector as

peF =

 xe

ye

θe

 =

 cos θr sin θr 0

− sin θr cos θr 0

0 0 1


 x− xr

y − yr

θ − θr

 (4.1)

where [x, y, θ]T is the vehicle state vector and [xr, yr, θr]
T is the reference state vector in

the inertial frame {I}.
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The corresponding error state dynamics can be derived as follows : ẋe

ẏe

θ̇e

 =

 ωrye − ur + u cos θe

−ωrxe + u sin θe

ω − ωr

 (4.2)

where [u, ω]T is the vehicle state vector and [ur, ωr]
T is the reference velocity vector.

With respect to the error model (4.1) and (4.2), the control objective of trajectory
tracking in kinematics stage, is to choose suitable vehicle inputs u and ω, such that the
tracking error asymptotically converges to zero, i.e.,

lim
t→∞

‖peF‖ = 0 (4.3)

4.1.2 Controller design

In the reference target frame {F}, the candidate Lyapunov function is selected in a
positive definite quadratic form.

V =
1

2
(x2

e + y2
e + θ2

e)

Clearly, V is positive definite, only equal to zero with peF = 03.
We propose the trajectory tracking control laws as follows :

q =

[
u

ω

]
=

[
ur cos θe − k1xe cos θe − k1ye sin θe

ωr + ur(xe
sin θe

θe
sin θe − ye

sin θe

θe
cos θe)− k2θe

]
(4.4)

where k1, k2 are positive scalar.
Then, the derivative of V is

V̇ =ẋexe + ẏeye + θeθ̇e

=xe(ωrye − ur + u cos θe) + ye(u sin θe − ωrxe) + (θ̇ − θ̇r)θe

=− urxe + uxe cos θe + uye sin θe + (ω − ωr)θe

=− urxe + (ur cos θe − k1xe cos θe − k1ye sin θe)(xe cos θe + ye sin θe)

+ θe(ur(xe
sin θe
θe

sin θe − ye
sin θe
θe

cos θe)− k2θe)

=− urxe + urxe cos2 θe + uryesinθe cos θe − k1x
2
e cos2 θe − k1xeye cos θe sin θe

− k1xeye sin θe cos θe − k1y
2
e sin2 θe + urxe sin2 θe − urye sin θe cos θe − k2θ

2
e

=− k1(xe cos θe + ye sin θe)
2 − k2θ

2
e

≤0
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Proposition 4.1.1 (Trajectory tracking :unicycle type vehicle)
Assume that one virtual vehicle moves with bounded velocity ur(t) and ωr(t) on t ∈

[0,∞), generating the trajectory continuously. Given the kinematic control inputs u and ω
for the tracking vehicle in (4.4), the control objective (4.3) of trajectory tracking is achieved
and the equilibrium point (xe, ye, θe)

T = (0, 0, 0)T is globally asymptotically stable.

Proof As V is positive definite and V̇ is negative semi-definite, V is nonincreasing and
converges to some limit : V → Vlim ≥ 0. It is assumed ur, ωr are bounded, such that V̈ is
bounded. By Barbalat’s lemma, V̇ → 0, there are xe → 0, ẋe → 0, and the same for θe and
θ̇e. By checking the first terms in (4.2), limt→∞ ẋe → ωrye as limt→∞ u cos θe = limt→∞ ur

by recalling the control input u in (4.4). In order to prove the convergence of ye → 0,
we are proving by contradiction. Suppose limt→∞ ye 6= 0, there is ye → ye,lim due to the
boundedness of V . Thus, for any ωr 6= 0, it gives the convergence solution :

lim
t→∞

ẋe → ωrye,lim

which is paradoxical with ẋe → 0 no matter the state of ωr. Hence, limt→∞ ye = 0. Now,
we can conclude that limt→∞ ‖peF‖ = 0.

Notice that the term sin θe

θe
in control laws (4.4) is well defined and continuous at zero.

Using L’Hopital’s rule, it is easy to see that sin θe

θe
= 1 when θe = 0. Therefore, the

trajectory tracking controller is continuous and nonsingular in the whole time horizon.

4.2 Path following control of nonholonomic unicycle ve-

hicle

In this section, the Frenet-Serret formulas is reviewed firstly, and path follo-
wing problem is formulated based on the moving Frenet-Serret reference frame at-
tached to the virtual target on the path. Kinematic controller is derived by elabo-
rating heading guidance design to shape the transient maneuvers as proposed in
[Micaelli and Samson, 1993], and LaSalle’s invariance principle is involved to simplify
the nonlinear path following control law firstly presented in [Soetanto et al., 2003].
Finally, backstepping technique is used to deal with vehicle dynamics.

4.2.1 Problem formulation

Given a path S, let a moving point P along S be the desired reference point of
the following vehicle. In trajectory tracking, P is time-parameterized. However, in path
following, P is parameterized by the path variable s, which is the along path distance.



4.2 Path following control of nonholonomic unicycle vehicle 81

Frenet-Serret frame :

In order to properly build the reference target frame attached to the moving point
P on the path, we introduce the Frenet-Serret frame, which is the main tool in the
differential geometry to represent curves as it is far easier and more natural to describe
local properties (e.g. curvature, torsion) in terms of a local reference system than using
a global one, i.e., the cartesian coordinate.

In Figure. 4.2, a Frenet-Serret frame {F} in <3 is a moving frame of three ortho-
normal vectors, that provides a coordinate system at each point of the curve. Let s(t)
represent the signed curvilinear abscissa along the curve C. It means the curve is para-
meterized by its arc length, also called along-path distance, and the Frenet-Serret frame
is defined as follows :

Figure 4.2 – Frenet-Serret frame in <3

• T is the unit vector tangent to the curve, pointing in the direction of motion.
• N is the derivative of T with respect to the arclength parameter of the curve,

divided by its length.
• B is the cross product of T and N , i.e., B = T ×N .

The curvature cc(t) at point P , measures the deviation of N from being a straight line
relative to the osculating plane T . The reciprocal of the curvature 1/cc(t) is called the
radius of curvature. For instance, the curvature of a straight line is 0, and the curvature
of a circle with radius r is 1/r.

Path following formulation :

Assume that the desired path is parameterized by a virtual target P moving forward
in Figure. 4.3, with along path length denoted by s. Q is the center of mass of an
autonomous vehicle moving with predefined speed. Attached to {P}, the Frenet-Serret
frame {F} is built by choosing the tangent vector along the path as the x-direction of
{F}, the principal normal vector as the y-direction of {F}. Let the rotations from {I} to
{F} and {I} to {B} be denoted by the yaw angles ψF and ψB respectively. Let (xe, ye)
denote the coordinates ofQ in {F}. Furthermore, let ψ = ψB−ψF , cc(s) and gc(s) denote
the path curvature and its derivative respectively, and then ψ̇F = cc(s)ṡ, gc(s) = ∂c(s)

∂s
.

Let the path following error state vector peF = [xe, ye, ψe] be built in the Frenet-Serret
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Figure 4.3 – Path following of nonholonomic autonomous vehicle

frame {F}. As described in section 3.3.2.2, we can define the error vector as described
in (3.33), that is  xe

ye

ψe

 =

 cosψF sinψF 0

− sinψF cosψF 0

0 0 1


 x− xr

y − yr

ψB − ψF

 (4.5)

where [x, y, ψB]T is the vehicle state vector and [xF , yF , ψF ]T is the reference state vector
in the inertial frame {I}. According to the definition of Frenet-Serret frame, there is
ur(s) = ṡ and ωr(s) = cc(s)ṡ. Hence, the corresponding error state dynamics in Frenet-
Serret based target frame {F} described in (3.28), can be rewritten as follows : ẋe

ẏe

ψ̇e

 =

 cc(s)ṡye − ṡ+ u cosψe

−cc(s)ṡxe + u sinψe

ω − cc(s)ṡ

 (4.6)

where [u, ω]T is the vehicle velocity vector.
The control objective of path following is to design a controller and achieve the

following tasks :
limt→∞ ‖PeF‖ = 0

limt→∞ |u(t)− ud(t)| = 0
(4.7)

where PeF = (xe, ye, ψe)
T is the path following error vector built in Frenet-Serret frame

{F}, and ud(t) is the predefined speed for the vehicle moving along the path.

4.2.2 Kinematics controller design

An intuitive solution to this problem was first proposed at a kinematic level in
[Micaelli and Samson, 1993], from which the objective of path following controller
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should look at
• the distance from the vehicle to the path,
• the angle between the vehicle’s velocity vector and the tangent to the path,

and reduce both to zero. Therefore, the controller design can be structured into two
steps :

(1) design a heading guidance to steer the vehicle towards the path ;

(2) design control inputs to force the vehicle move onto the path.

Step 1. Heading guidance design :
In [Micaelli and Samson, 1993] and [Lapierre et al., 2003], a heading guidance δ

performs as an "approaching angle", which is instrumental in shaping the transient ma-
neuvers during the path approaching phase, chosen as

δ(ye, u) = −sign(u)θa tanh(kδye) (4.8)

where the shaping coefficient kδ > 0, 0 < θa < π/2, and sign(·) is the sign function.
In the ideal situation, ψe should be equal to the desired heading δ. Hence, consider

the Lyapunov function V1 = (ψe − δ)2/2. It is straightforward to show that the choice of
the yaw rate control ψ̇e = δ̇−kθ(ψe−δ) yields V̇1 = −kθ(ψe−δ)2 ≤ 0. That means (θ−δ)
is bounded, such that V̈ = 2kθ(ψe − δ)2, which is bounded. By using Barbalat’s Lemma,
we can conclude that ψe = δ as t → ∞. It means the ψe will globally asymptotically
approach to the guidance angle. Hence, the trajectories of the system will asymptotically
reach the invariant set Ωguid defined as {Ωguid|(x, y) ∈ <2, ψe = δ}.

Furthermore, the desired yaw rate of the autonomous vehicle is

r = ψ̇F + ψ̇e = ψ̇F + δ̇ − kθ(ψe − δ) = ccṡ+ δ̇ − kθ(ψe − δ) (4.9)

Step 2. control inputs design :
The second step for path following control mentioned above, can be represented

as minimizing the distance error between the vehicle and virtual target such that
(xe, ye)

T = 0. In this step, the motion control of a virtual target moving along the path
is designed, in order to "help" the actual vehicle converge to the path.

Consider a positive definite quadratic Control Lyapunov function V2 = 1
2
P T
e Pe where

Pe = (xe, ye)
T . Recalling (4.5), the derivative V̇2 = uxe cos(ψe) + uye sin(ψe) − ṡxe. Let

choose the auxiliary input ṡ as :

ṡ = u cosψe + kxxe (4.10)

Actually, the auxiliary input ṡ is the kinematics control of the virtual target moving
along the path. By defining ṡ in (4.10), the motion behavior of the virtual target is
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compliant with the actual vehicle. With the heading guidance δ defined in (4.8), the
system trajectories reach the invariant set {Ωguid|(x, y) ∈ <2, ψe = δ}, rendering that
V̇2 = uye sin δ − kxx

2
e = −k0θa|u|ye tanh(kδye)− kxx

2
e ≤ 0.

Since V̇2 is negative definite, V2 is bounded as well as all of the variables included in
V2. Thus, it is straightforward to show that V̈2 is bounded. Now, we can conclude that
limt→∞ x → 0 and limt→∞ y → 0 (as limt→∞ u 6= 0 assumed) by using Brablat’s Lemma.
Hence, the system trajectories will asymptotically reach the invariant set Ωpos defined
as {Ωpos|(x, y) ∈ <2, (xe, ye) = 02 and ψe = δ}.

During the kinematic stage, perfect velocity tracking is normally assumed
[Kanayama et al., 1990]. Consequently, the kinematics control law u = αu and r = αr

can be given as  αu

αr

ṡ

 =

 ud

ccṡ+ δ̇ − kθ(ψe − δ)

ud cosψe + kxxe

 (4.11)

where ud is the desired speed assignment for the actual vehicle, the second term is
the yaw rate control, and the last term is a virtual control input which introducing an
additional degree of freedom for control design.

Proposition 4.2.1 (Path following 1 : unicycle type vehicle)
Given a spatial path Γ(s) to be followed by a unicycle type vehicle with desired speed

profile ud(t) and limt→∞ ud 6= 0. Given the kinematic control inputs u and ω , and the
virtual control input ṡ for path parameter given in (4.11) . The control objective (4.7) of
path following is achieved and the equilibrium point (xe, ye, ψe)

T = (0, 0, 0)T is globally
asymptotically stable.

Proof Assume the desired speed ud is constant and the system can be taken as autono-
mous. It allows the application of LaSalle’s invariance principle to concatenate the two
previous convergence properties.

In the first design step, for any initial state (x, y)T starting in Ω = <2, the heading
design drive the system trajectories into the invariant set {Ωguid|(x, y) ∈ <2, ψe = δ}.

In the second step, it show that the largest invariant set of Ωguid is {Ωpos|(x, y) ∈
<2, (xe, ye)

T = 02 and ψe = δ}. Furthermore, δ(ye, u) = −sgn(u)θa tanh(kδye),
limt→∞ δ → 0 can be deduced from limt→∞ ye → 0. It eventually renders limt→∞ ψe → 0

due to ψe = δ in set Ωpos.
Therefore, every bounded solution starting in <2 asymptotically converges to inva-

riant manifold M which indeed is {M |(xe, ye, ψe)T = (0, 0, 0)T}, as t tends to ∞.

• Remark :
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In [Micaelli and Samson, 1993] and [Encarnacao and Pascoal, 2001], the moving
point P is chosen to be the closest point by the orthogonal projection of Q on the path,
i.e., xe ≡ 0, such that ṡ = ucosψe

1−yecc(s)
by solving the first equation in (4.6) with ẋe = 0.

Although the convergence of xe is directly achieved, the singularity at ye = 1/cc(s)

arises. For any point on the path, there exists an associated tangent circle with radius
r(s) = 1/cc(s). This circle is known as the osculating circle [Skjetne and Fossen, 2001].
The physical interpretation of the singularity is that, once the vehicle is located at the
origin of the osculating circle, the projected point on the path will move infinitely fast,
resulting in the instantaneously explosion of the control system.

Samson avoids this problem by restricting the initial position of vehicle to a tube
around the path, the radius of which must be less than 1/max(cc(s)) in the whole path
[Micaelli and Samson, 1993]. Only local convergence to the path is guaranteed, and
the restriction is very conservative since a large max(cc(s)) might appear in a small part
of the path and impose a strict constraint even if the vehicle starts far away from the
"problematic" section. By endowing the virtual target with free mobility on the path and
introducing an additional degree of freedom to the virtual control input ṡ in (4.11),
the singularity problem is relieved by specifying how fast the virtual target moves, and
global asymptotical convergence is achieved [Lapierre et al., 2003].

4.2.3 Backstepping Dynamics

In the previous step of control design, the kinematics control (4.11) has been de-
rived, to address the path following problem by assuming "perfect velocities tracking"
(u = αu, r = αr, where αu, αr are desired velocities), which may not hold in most
practical case.

Actually, in the overall control loop, the kinematic controller acts as a reference sub-
system, giving the desired signals for the control subsystem based on the dynamics level.
A better alternative to the unrealistic assumption is using the backstepping techniques
[M. Krstic and Kokotovic, 1995] to deal with vehicle dynamics. Hence, the control law
in kinematic level can be extended to deal with vehicle dynamics.

Let u and r be virtual control inputs, αu and αr in (4.11) be the corresponding virtual
control laws. Introduce the velocity error variables

z =

(
zu

zr

)
=

(
u− αu

r − αr

)
Consider the Lyapunov function Vkin = V1 + V2, augmented with the quadratic terms of
zu and zr, that is

Vdyn = Vkin +
1

2
zTMz (4.12)
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where the positive definite matrix M =

(
m 0

0 I

)
is defined in (3.15).

The time derivative of Vdyn can be written as

V̇dyn = (ψe − δ)(ψ̇ − ψ̇F − δ̇) + uye sin δ − kxx
2
e +mzużu + Izrżr

= (ψe − δ)(zr + αr − ψ̇F − δ̇) + uye sin δ − kxx
2
e + zu(mu̇−mα̇u) + Izrżr

= (ψe − δ)(zr − k1(ψe − δ)) + uye sin δ − kxx
2
e + zu(mu̇−mα̇u) + Izrżr

= −kθ(ψe − δ)2 + zr(Iżr + (ψe − δ)) + zu(mu̇−mα̇u) + uye sin δ − kxx
2
e

Let the control laws for F and N be chosen as{
F = mu̇ = mα̇u − k3zu = mu̇d − k3(u− ud)

N = Iṙ = Iα̇r − (ψe − δ)− k4zr
(4.13)

where k3 and k4 are positive constants. Then

V̇dyn = −k0|u|θaye tanh(kδye)− kθ(ψe − δ)2 − kxx
2
e − k3z

2
u − k4z

2
r ≤ 0

That means, V̇dyn is negative definite anywhere except the equilibrium, and all the
states (xe, ye, ψe, zu, zr) globally asymptotically converge to its equilibrium. Moreover,
it can be concluded that the equilibrium is (xe, ye, ψe, zu, zr) = 05 from the Barbalat’s
lemma as we have done for the kinematic control laws. Moreover, as limt→∞ u 6= 0 is
required, limt→∞ zu = limt→∞(u − ud) 6= 0 means limt→∞ ud 6= 0 is the equivalent state-
ment. Therefore, we can propose the following proposition for dynamic path following
control.

Proposition 4.2.2 (Path following 2 : unicycle type vehicle)
Given a spatial path Γ(s) to be followed by a unicycle type vehicle with desired speed

profile ud(t) and limt→∞ ud 6= 0. Given the dynamics control inputs F and N in (4.13), and
the virtual control input ṡ in (4.11). The control objective (4.7) of path following is achie-
ved and the equilibrium point (xe, ye, ψe, (u−ud))T = (0, 0, 0, 0)T is globally asymptotically
stable.

4.3 Path tracking control of nonholonomic unicycle ve-

hicle

In this section, path parameterized with time evolution is introduced to formulate
the path tracking problem. The extra control degree of freedom on the virtual target
related to path parameter τ(t), results in singularity free control law for any regular
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path. It is also used for tracking error feedback, which enable the system robustness,
and keep the benefits from both trajectory tracking and path following behaviors. Mo-
reover, the path variable τ(t) is generalized to any meaningful parameter and is not
limited to arc-length anymore as proposed in the standard path following control de-
sign [Soetanto et al., 2003].

Under this framework, formation control of multiple vehicles will be easily achieved
by the coordinated paths tracking, which is shown in later chapter 6.2.

4.3.1 Problem formulation

Given a geometric reference path Γr(τd) = [xr(τd), yr(τd), θr(τd)]
T with τd being the

path parameter, where xr(τd), yr(τd) are arbitrary C1 functions of path parameter τd
constructing the reference paths. This reference path can be taken as a primary trajec-
tory tracking target (TT target) moving along the predefined reference path with speed
τ̇d(t). On the other hand, we consider that there is a secondary path tracking target (PT
target) moving along the predefined reference path, according to the time evolution
τ̇(t), and generates the virtual reference path Γr(τ(t)) online. That is : ẋr(τ)

ẏr(τ)

θr(τ)

 =

 xτr(τ)τ̇

yτr (τ)τ̇

atan2(yτr (τ)/x
τ
r(τ))

 (4.14)

where
xτr(τ) :=

∂xr(τ)

∂τ
, yτr (τ) :=

∂yr(τ)

∂τ

denotes the partial derivative of xr(τ) , yr(τ) with respect to path parameter τ , and
atan2(·) function is used in computer simulation for implementation of arctan(·) to
obtain correct quadrant mapping.

Notice that the virtual reference path Γr(τ(t)) is the same with the desired reference
path Γr(τd(t)) until certain time instant tf , if there is τ(tf ) = τd(tf ) which means the
PT target coincides with the TT target on the desired path at time instant tf . However,
the virtual parameter τ has an extra degree of freedom in the following control design,
in order to achieve path tracking performance, that is, smooth spatial convergence and
time convergence as well.

Let the path tracking error state vector peB = [xe, ye, θe]
T be built in the vehicle body

frame {B}. As described in section 3.3.2.1, we can define the tracking error vector as

peB =

 xe

ye

θe

 =

 cos θ sin θ 0

− sin θ cos θ 0

0 0 1


 xr − x

yr − y

θr − θ

 (4.15)
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where [x, y, θ]T is the vehicle state vector and [xr, yr, θr]
T is the reference state vector in

the inertial frame {I}.
According to the strategy of path tracking, the vehicle is forced to follow the secon-

dary PT target, and the PT target with extra degree of freedom is forced to track the
main TT target. Whereas, similarly to the path following control, we have to properly
describe the reference (PT target) velocity which is parameterized by path parameter τ ,
such that the velocity of the PT target can be related to the velocity of the path parame-
ter. Consequently, we have the desired linear and angular velocity of the PT target on
the path [

ur(τ)

ωr(τ)

]
=

[
ūr(τ)τ̇

w̄r(τ)τ̇

]
(4.16)

where {
ūr(τ) =

√
xτr(τ)

2 + yτr (τ)
2

w̄r(τ) = xτ
r (τ)yτ2

r (τ)−xτ2
r (τ)yτ

r (τ)
xτ

r (τ)2+yτ
r (τ)2

(4.17)

Resorting to the velocity vector (ur, ωr)
T expressed by path parameter in (4.16), the

corresponding error state dynamics (3.28) expressed in vehicle body frame {B}, can be
rewritten as follows :  ẋe

ẏe

θ̇e

 =

 ωye − u+ ūrτ̇ cos θe

−ωxe + ūrτ̇ sin θe

ω̄rτ̇ − ω

 (4.18)

where [u, ω]T is the vehicle state vector and [ur, ωr]
T is the reference velocity vector of

the PT target.
The expressions in (4.16) and (4.17) also stand for the reference velocity vector of

the TT target on the path : ur(τd) =
√
xτdr (τd)2 + yτdr (τd)2τ̇d := ūr(τd)τ̇d

ωr(τd) = θ̇r(τd) = θτdr (τd)τ̇d = x
τd
r (τd)y

τ2
d

r (τd)−x
τ2
d

r (τd)y
τd
r (τd)

x
τd
r (τd)2+y

τd
r (τd)2

τ̇d := w̄r(τd)τ̇d
(4.19)

Before going on with the controller design, we first give the following assumptions
for the desired geometric path.

Assumption 4.3.1 The following assumptions are hold throughout for path tracking.
• Uniqueness

For each value of path parameter τ , there exists a unique value of xr(τ) and yr(τ). It
means the unique solvability of one path from its parameter.

• Regularity
0 <

√
xτr(τ)

2 + yτr (τ)
2 < k
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It means that the desired path is regularly parameterized. For any non-regular path,
it can be split into piecewise regular paths. This is also the case of point-to-point
navigation, where regular curve segments connect desired points in sequence.

• Persistent excitation.

lim
t→∞

τ̇(t) 6= 0

The path parameter is persistently excited, which means the TT target on the path
always moves. Therefore, the path tracking problem will not degenerate into point
stabilization problem.

Figure 4.4 – Path tracking of nonholonomic autonomous vehicle

For the problem of path tracking shown in Figure. 4.4, there are two assignments
assembled in the sense that :

(1) Geometric assignment :
requests that the position and orientation of the vehicle coincides with those of the
PT target moving on the path Γ(τ), such that the vehicle tracks the PT target and
its linear velocity is tangential to the path ;

(2) Dynamic assignment :
demands the speed of the PT target τ̇(t) to respect the given speed assignment
imposed on the TT target as τ̇d(t), and demands the PT target to catch up with the
TT target.

Notice that the speed assignment is assigned to the path parameter τd(t) in path tra-
cking, whereas the speed assignment ud(t) is assigned to the vehicle in path following.
In Figure. 4.4, τ, τd is the virtual and desired path parameter respectively, where τ has
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a beneficial property to introduce the tracking error feedback for path tracking to wait
(by slowing down) or catch (by speeding up) the vehicle.

Therefore, the control objective of path tracking is to design a controller and achieve
the following tasks :

limt→∞ ‖peB‖ = 0

limt→∞ |τ(t)− τd(t)| = 0, limt→∞ |τ̇(t)− τ̇d(t)| = 0
(4.20)

where PeB = (xe, ye, θe)
T is the tracking error vector built in vehicle body frame {B},

and τ̇d(t) is the desired speed assignment for the actual target moving along the path.
Apparently, the first term in (4.20) declares the geometric assignment of path tracking,
and the second term declares the dynamic assignment.

4.3.2 Controller design

Similarly to the path following control design, we introduce the approaching angle
δ(ye, τ̇d) to shape the desired orientation during transient path tracking behavior, such
that {

δ(0, τ̇d) = 0

−yeτ̇d sin δ ≥ 0
(4.21)

Thus, the function δ(ye, τ̇d) can be chosen as a sigmoid function

δ(ye, τ̇d) = −sign(τ̇d)θa tanh(kδye) (4.22)

where the shaping coefficient kδ > 0, 0 < θa < π/2, and sign(·) is the sign function.

The Control Lyapunov function is selected as new one in a positive definite quadratic
form

V =
1

2
[x2
e + y2

e +
1

γ
(θe − δ)2 + kτ (τ − τd)

2] (4.23)

where τ, τd is the actual and desired path parameter respectively, and limt→∞ τ̇d 6= 0.

The time derivative of (4.23) along the solution of (4.19) is

V̇ =xe(yeω − u+ ur cos θe) + ye(−xeω + ur sin θe) +
1

γ
(θe − δ)(θ̇e − δ̇) + kτ (τ − τd)(τ̇ − τ̇d)

=− xeu+ urxe cos θe + urye sin θe +
1

γ
(θe − δ)(θ̇e − δ̇) + kτ (τ − τd)(τ̇ − τ̇d)

Adding urye sin δ − urye sin δ to above equation, there is

V̇ =− xeu+ urxe cos θe + urye sin δ +
1

γ
(θe − δ)(θ̇e − δ̇ + γurye

sin θe − sin δ

θe − δ
) + kτ (τ − τd)(τ̇ − τ̇d)
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In order to introduce the tracking error feedback, define the auxiliary variable τ̃ , such
that :

˙̃τ = τ̇ − vτ (t, xe, ye, θe) (4.24)

where ˙̃τ can be considered as speed disagreement variable of path tracking.
Substituting (4.16), (4.17) and (4.24) into the derivative of Lyapunov control func-

tion, yields

V̇ =xe(ūrτ̇ cos θe − u) + yeūrτ̇ sin δ +
1

γ
(θe − δ)(θ̇e − δ̇ + γūrτ̇ ye

sin θe − sin δ

θe − δ
)

+kτ (τ − τd)( ˙̃τ + vτ − τ̇d)

=xe(ūrvτ cos θ − u) + yeūrvτ sin δ + ˙̃τ [xeūr cos θe + yeūr sin θe +
1

γ
(θ − δ)ω̄r]

+
1

γ
(θe − δ)(ω̄rvτ − ω − δ̇ + γyeūrvτ

sin θe − sin δ

θe − δ
) + kτ (τ − τd)( ˙̃τ + vτ − τ̇d)

Proposing the control input as[
u

ω

]
=

[
kxxe + ūrvτ cos θe

ω̄rvτ − δ̇ + γyeūrvτ
sin θe−sin δ

θe−δ + kθ(θe − δ)

]
(4.25)

and choosing[
vτ
˙̃τ

]
=

[
τ̇d

−kv tanh[xeūr cos θe + yeūr sin θe + 1
γ
(θe − δ)ω̄r + kτ (τ − τd)]

]
(4.26)

and utilizing the first element in (4.16), yields

V̇ = −kxx2
e − kvΦe tanh(Φe) + yeūrτ̇d sin δ − kθ

γ
(θe − δ)2 (4.27)

where Φe := xeūr cos θe + yeūr sin θe + 1
γ
(θe − δ)ω̄r + kτ (τ − τd) for simplified notation.

Replacing (4.24) into the combination of (4.25) and (4.26), yields the control laws
for path tracking u

ω

τ̇

 =

 kxxe + ūrτ̇d cos θe

ω̄rτ̇d − δ̇ + γyeūrτ̇d
sin θe−sin δ

θe−δ + kθ(θe − δ)

τ̇d − kv tanh(Φe)

 (4.28)

The first two elements in (4.28) are the kinematic control inputs of the vehicle, and
the third element is the additional control input for the speed updating law of path
parameter τ , which is related to the speed of the virtual target moving on the path
defined in (4.16).

Moreover, τ̇ is critical for path tracking, as it has the freedom to speed up or slow
down according to the tracking error feedback kv tanh(Φe).
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Proposition 4.3.2 (Path tracking 1 : unicycle type vehicle)
Under assumption 4.3.1 for a predefined C1 path given in (4.14) with desired speed

τ̇d(t) for the time derivative of path parameter τd(t), the kinematic control inputs u and ω,
and the virtual control input τ̇ expressing time evolution law for path parameter given in
(4.28). The control objective (4.20) of path tracking is achieved and the equilibrium point
[xe, ye, θe, (τ − τd)]

T = 04 is globally asymptotically stable.

Proof The control Lyapunov function V is positive definite and radially unbounded
from(4.23). Notice yeūrτ̇d sin δ ≤ 0 in (4.27) as δ is chosen as a sigmoid function in
(4.22). The path is regular such that 0 < ūr(τ) < k as ūr =

√
xτd(τ)

2 + yτd(τ)
2. Therefore,

V̇ ≤ 0 is semi-negative definite. We have

0 ≤ V (t) ≤ V (t0), t ≥ t0

such that all the signals xe(t), ye(t), θe(t) − δ(t), τ(t) − τd(t) constituting V (t) are boun-
ded. δ(t) is sigmoid function such that θe(t) is bounded. In addition, τ̇d(t) is assumed
bounded, yielding that τ̇(t) is bounded by directly checking the third element in (4.28).
Due to the boundedness of these signals and that of vehicle velocity, revisiting (4.18) ,
ẋe, ẏe, θ̇e are also bounded. Furthermore, noticing the boundedness of δ and Φe, directly
computing the derivative of (4.27), we can conclude the second derivative V̈ (t) exists
and is bounded. Resorting to the Barbalat’s Lemma, it follows

lim
t→∞

V̇ (t) = 0

Therefore, xe,Φe, yeūrτ̇d sin δ, (θe − δ) vanish as t→∞.
As δ is given as a sigmoid function in (4.22), limt→∞ yeūrτ̇d sin δ → 0 means that

limt→∞ ūr|τ̇d|y2
e → 0. The path is persistent exciting such that limt→∞ τ̇d 6= 0, and 0 <

ūr < k. Hence, limt→∞ ye → 0. It follows limt→∞ δ → 0, such that limt→∞ θe → 0 as
limt→∞(θe − δ) → 0. We can conclude that

lim
t→∞

‖PeB‖ = lim
t→∞

√
x2
e + y2

e + θ2
e → 0

which fulfils the first control objective in (4.20).
On the other hand, due to limt→∞ ‖PeB‖ → 0, and limt→∞ Φe → 0 where Φe =

xeūr cos θe + yeūr sin θe + 1
γ
(θe − δ)ω̄r + kτ (τ − τd), it follows that

lim
t→∞

|τ(t)− τd(t)| → 0

Moreover, as limt→∞ Φe → 0, ˙̃τ = −kv tanh(Φe) and τ̇ = ˙̃τ + vτ , there is

lim
t→∞

|τ̇(t)− τ̇d(t)| → 0 (4.29)
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It means the autonomous vehicle eventually moves along the path according to the
desired speed assignment τ̇d(t). Consequently, it meets the second control objective in
(4.20).

Path tracking features :
• Blending path following into trajectory tracking

By choosing proper positive gain kv in the speed control of virtual target, we can
designate its moving behavior by

τ̇ = τ̇d − kv tanh(Φe) (4.30)

If the total tracking error Φe is positive, the evolution speed of the PT target τ̇
will slow down (less than the evolution speed of the TT target), such that the PT
target will "wait" for the vehicle although the TT target will move at its own will ;
otherwise, the PT target will speed up in order to catch up the vehicle. It means
the path tracking has similar property with the path following in this aspect.
Interestingly, path tracking behaviors like trajectory tracking, when the tracking
error Φe tends to zero such that τ̇ = τ̇d − kv tanh Φe = τ̇d, i.e., the vehicle moves
at the same speed of the predefined one of the virtual target. It means the initial
path following-like behavior will evolve into the trajectory tracking-like behavior
eventually. Therefore, path tracking strategy tries to keep the trajectory tracking
performance with respect to time as possible as it can be achieved, while possible
unreachable tracking state due to speed saturation can be rejected and smoother
convergence is achieved owing to the benefit of path following control.
This feature indicates that path tracking can be considered as a behavior evolving
from path following to trajectory tracking. It is different from the work of Hindman
[Hindman and Hauser, 1996] and Encarnacao [Encarnacao and Pascoal, 2001],
where maneuvering modified trajectory tracking (MMTT) is considered as a
behavior evolving from trajectory tracking to path following. The interesting
point is that the path tracking algorithm is more easier to be implemented,
compared with the algorithm from trajectory tracking to path following.

• Dealing with speed saturation
In (4.28), the tracking speed of the vehicle is given as

u = kxxe + ūrτ̇d cos θe (4.31)

Actually, the vehicle speed u is upper bounded due to the physical limitation of
actuators. In order to avoid an infeasible speed given to u when the initial along-
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track error xe is very large, we can use the saturation function to bound the tra-
cking error xe, for instance, let

u = kx tanh(xe) + ūrτ̇d cos θe (4.32)

we still have V̇ = −kxxetanh(xe)− kvΦe tanh Φe + yeūrτ̇d sin δ − kθ

λ
(θe − δ)2 ≤ 0 to

guarantee the convergence of the system state trajectories.
Now the first element of the tracking speed k1 tanh(xe) is bounded. In order to
bound ūrτ̇d, we can fix ūrτ̇d = ud (ud < umax) and leave the desired speed τ̇d be
time-varying for the virtual target, as done in [Skjetne et al., 2005].
Note that, ud < umax means the speed of the target is less than the maximum
speed of the vehicle, such that the vehicle is able to catch up with the TT target.
Furthermore, if we choose 0 < k1 < ud, umin < ud + k1 < umax where umin, umax
is the minimum and the maximum speed of the vehicle respectively. Then, the
actual tracking speed |u| < umax is bounded under the physical limitation of the
vehicle.

• Filtered path parameter updating
Actually, the updating law of path parameter in path tracking controller (4.30)
can be described as {

τ̇ = τ̇d + ωτ

ωτ = −kτ tanh(Φe)
(4.33)

Obviously, this updating law for path parameter ωτ (t) during path tracking is a
static updating function.
However, there is an alternative dynamic method to the static design for up-
dating the path parameter. As pointed out in [Skjetne et al., 2002], practical
experience shows that the dynamic filtered updating law brings an impro-
ved numerical response for static updating of τ̇(t) in the presence of mea-
surement noise. We can instead apply a filtered design inspired by the work
of [Skjetne et al., 2002, Skjetne et al., 2004, Skjetne et al., 2005], to dynamically
update the path parameter τ(t).
The path tracking control Lyapunov function V is augmented to construct a 1st

order ω̇s update law as follows

VF = V +
1

2λµ
ω2
τ , λ > 0, µ > 0 (4.34)
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Recalling (4.27), its time-derivative along the solution (4.15) is

V̇F =V̇ +
1

λµ
ωτ ω̇τ

=− kxx
2
e + yeur sin δ − kθ

γ
(θe − δ)2 + Φeωτ +

1

λµ
ωτ ω̇τ

=− kxx
2
e + yeur sin δ − kθ

γ
(θe − δ)2 + ωτ (Φe +

1

λµ
ω̇τ )

(4.35)

The last term becomes negative by setting

ω̇τ = −λ(ωτ + µΦe) (4.36)

resulting in

V̇F = −kxx2
e + yeur sin δ − kθ

γ
(θe − δ)2 − 1

µ
ω2
τ (4.37)

Figure 4.5 – Second order filtered updating law for path parameter

The dynamic version of a 2nd order path updating law now is constructed as{
τ̇ = τ̇d + ωτ

ω̇τ = −λωτ − λµΦe

(4.38)

The new updating law (4.38), is called a filtered updating law, because the path
update term is filtered in the Laplace domain by ωτ (τ) = −H(τ)τ(τ), where
H(τ) = µ λ

τ+λ
is a stable single-input single-output(SISO) transfer function, shown

in Figure. 4.5. The cut-off frequency λ of this filter is used to mitigate state mea-
surement noise versus bandwidth.
For the differential equation,

ω̇τ = −λωτ − λµΦe

the solution is
ωτ (t) = [ωτ (0) + µΦe]e

−λt − µΦe

Consequently, if there is no state measurement noise, one can increase λ, and the
solution ωτ = −µΦe as λ→∞. In this case, dynamic path parameter updating law
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(4.38) degenerated into the static version as τ̇ = τ̇d− µΦe. However, it is different
from the bounded static version without filter as τ̇ = τ̇d − kτ tanh(Φe), where the
virtual target can always moving forward by using the saturation function and
chosing 0 < kτ < max(τ̇d). Clearly, τ̇ = τ̇d − µΦe < 0 is possible if µΦe is large
enough. It means the virtual target will move backward to comply with the actual
vehicle’s motion because of large tracking error.
Hence, the dynamic updating law (4.38) can be considered as a more relaxed
version compared with the bounded static path parameter updating law (4.33),
where the virtual target always moving forward can slow down its speed to wait
for the vehicle, is more tightly approaching the trajectory tracking-like behavior in
the sense of fulfilling time constraints and keeping time performance in the control
loop. The caveat of filtered path parameter updating, is higher order resulted in
the path tracking controller than that in static updating law [Skjetne et al., 2002].

4.3.3 Backstepping Dynamics

Let u and ω be virtual control inputs, αu and αω in (4.28) be the corresponding
virtual control laws. Introduce the velocity error variables

z =

(
zu

zω

)
=

(
u− αu

ω − αω

)
Consider the Lyapunov function V in (4.23), augmented with the quadratic terms of zu
and zr, that is

Vdyn = V +
1

2
zTMz (4.39)

The time derivative of Vdyn can be written as

V̇dyn = xe(ūrvτ cos θe − u) + yeūrvτ sin δ + ˙̃τ [xeūr cos θe + yeūr sin θe +
1

γ
(θe − δ)ω̄r + kτ (τ − τd)]

+
1

γ
(θe − δ)(ω̄rvτ − ω − δ̇ + γyeūrvτ

sin θe − sin δ

θe − δ
) + kτ (τ − τd)(vτ − τ̇d) +mzużu + Izωżω

= xe(ūrvτ cos θe − zu − αu) + yeūrvτ sin δ + ˙̃τ [xeūr cos θe + yeūr sin θe +
1

γ
(θe − δ)ω̄r + kτ (τ − τd)]

+
1

γ
(θe − δ)(ω̄rvτ − zω − αω − δ̇ + γyeūrvτ

sin θe − sin δ

θe − δ
) + kτ (τ − τd)(vτ − τ̇d) +mzużu + Izωżω

V̇dyn = xe(ūrvτ cos θe − αu) + yeūrvτ sin δ + ˙̃τ [xeūr cos θe + yeūr sin θe +
1

γ
(θe − δ)ω̄r + kτ (τ − τd)]

+
1

γ
(θe − δ)(ω̄rvτ − αω − δ̇ + γyeūrvτ

sin θe − sin δ

θe − δ
) + kτ (τ − τd)(vτ − τ̇d) + zu(mżu − xe)

+ zω[Iżω −
1

γ
(θe − δ)]
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Let the control laws for F and N be chosen as{
F = mu̇ = mα̇u + xe − k3zu

N = Iω̇ = Iα̇ω + 1
γ
(θe − δ)− k4zω

(4.40)

where k3, k4 are positive constants, and αu, αω are given according to (4.28) as follows :[
αu

αω

]
=

[
kxxe + ūrτ̇d cos θe

ω̄rτ̇d − δ̇ + γyeūrτ̇d
sin θe−sin δ

θe−δ + kθ(θe − δ)

]
There is

V̇dyn = −kxx2
e − ksΦe tanh(Φe) + yeūrτ̇d sin δ − kθ

γ
(θe − δ)2 − k3z

2
u − k4z

2
ω

That means, V̇dyn is negative definite and all the states (xe, ye, θe,Φe, zu, zω) globally
asymptotically converge to its equilibrium. Moreover, it can be concluded that the equi-
librium is (xe, ye, θe, (τ − τd), zu, zω) = 06 from the Barbalat’s lemma. Therefore, we
can propose the following proposition for dynamic path tracking control. Note that
limt→∞ |τ̇(t)− τ̇d(t)| → 0 is achieved as the same state in (4.29).

Proposition 4.3.3 (Path tracking 2 : unicycle type vehicle)
Under assumption 4.3.1 for a predefined C1 path given in (4.14) with desired speed

τ̇d(t) for the time derivative of the virtual path parameter τ(t), given the dynamics control
inputs F and N in (4.40), and the virtual control input τ̇ in (4.28). The control objective
(4.20) of path tracking is achieved and the equilibrium point [xe, ye, θe, (τ − τd)]

T = 04 is
globally asymptotically stable.

4.3.4 Transition between path tracking and trajectory tracking

This section illustrate how a control transition between path tracking and trajectory
tracking is realized.

Checking the derivative of the Lyapunov candidate function in (4.27), there is

V̇ = −kxx2
e − kvΦe tanh(Φe) + yeūrτ̇d sin δ − kθ

γ
(θe − δ)2 (4.41)

Directly setting kv = 0, is also one choice to make the close-loop system asymptoti-
cally stable by rendering V̇ ≤ 0, as V̇ in (4.27) can be simply rewritten as

V̇ = −kxx2
e + yeūrτ̇d sin δ − kθ

γ
(θe − δ)2 (4.42)

where kv = 0 drives

˙̃τ = τ̇ − τ̇d = (τ̇d − kτ tanh Φe)− τ̇d = 0 (4.43)
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according to the third item in the control law (4.28).
Actually, ˙̃τ = 0 means τ̇(t) = τ̇d(t) at any time instant t, so that the extra degree

of τ̇(t) in path tracking strategy is completely deprived. Consequently, path tracking
reduces to trajectory tracking as the dynamic task is equivalent to a trajectory tracking
design in the case of τ̇(t) ≡ τ̇d(t) , and the control laws (4.28) become[

u

ω

]
=

[
kxxe + ur cos θe

ωr − δ̇ + γyeur
sin θe−sin δ

θe−δ + kθ(θ − δ)

]
(4.44)

where ur = ūrτ̇d, ωr = ω̄rτ̇d as τ̇ = τ̇d.
Note that the trajectory tracking controller (4.44) is derived by building the tracking

error dynamics in body frame {B}, which is different with the proposed one in (4.4) by
building the error dynamics in target reference frame {F} in section 4.1.

Hence, by directly setting kv = 0 or kv 6= 0 , we can get the smooth transition of
control laws for trajectory tracking or path tracking depending on the requirements of
various tasks, where kv determines whether the extra degree of freedom for τ(t) exists
or not.

On the other hand, as we discussed in section 4.3.2, in the case of kv 6= 0, when
the tracking error Φe converges to zero such that τ̇ = τ̇d, i.e., the vehicle moves at the
same speed of the predefined one for the TT target. It means path tracking evolves
from path following-like behavior to trajectory tracking-like behavior. Therefore, path
tracking controller tries to keep the trajectory tracking performance with respect to
time as possible as it can achieve, and smoother convergence is achieved as the benefit
of path following control.

4.4 Motion control examples

Simulations results are included to illustrate the dynamic behavior of the nonholono-
mic underactuated unicycle vehicle system and the proposed control laws for trajectory
tracking, path following and path tracking described in this chapter.

Case 1 : Reference path : straight line
In this simulation, motion controllers of trajectory tracking, path following and path

tracking in kinematics stage, are used for the comparison of three different types motion
control. The reference path is a straight line, set as x(γ) = γ, y(γ) = 0 with γ̇(t) =

0.8m/s.
All the initial conditions are the same for the trajectory tracking, path following and

path tracking, there are :
the initial vehicle surge and angular speeds are u(0) = 1.0ms−1, r(0) = 0rads−1, and
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the initial posture is set as x(0) = 20m, y(0) = −3m,ψ(0) = π/2.

Moreover, the speed limitation 0 < u(t) < 1.2m/s and −1.5πrad/s < r(t) <

1.5πrad/s are assumed in the simulation.

In the case of trajectory tracking, the controller (4.4) has been used for the trajectory
tracking versus path following in Figure 1.12. Herein, the trajectory tracking controller
(4.44) transited from path tracking controller (4.28) is used. The kinematics controller
set up is shown in Table 4.4. Note that the trajectory tracking control parameters are
the same as those in path tracking except kv = 0, which reveals the smooth transition
between path tracking and trajectory tracking.

In the first column of Figure 4.6, the spatial convergence of the path is compared
through three sub-figures, where the trajectory tracking renders an aggressive conver-
gence, the path following renders a smooth convergence, and path tracking has a com-
promise on spatial convergence as shown in the upper part of Figure 4.6(a), 4.6(c) and
4.6(e) respectively. In the lower part of these figures, all position errors relative to the
virtual target in x, y-directions and yaw errors tend to zero asymptotically.

In the second column of Figure 4.6, the temporal performance is shown by compa-
ring the relative posture between the vehicle and the actual target on the reference path,
where both the trajectory tracking and path following achieve the temporal conver-
gence, as all position errors relative to the actual target in x, y-directions and yaw er-
rors at the same time instants tending to zero asymptotically in Figure 4.6(b) and 4.6(f).
While path following do not need to respect the time specification, as there is only spa-
tial assignment is required in path following control. Although the tracking error in y-
direction and yaw error converge to zero due to the reference path is straight line, the
tracking error in x-direction clearly holds as shown in Figure 4.6(d).

Case 2 : Reference path : sinusoid path

In this part, motion control of path tracking in dynamics stage is simulated, compa-
red with the simulation results of trajectory tracking and path following illustrated in
Figure 1.12. Hence, the same sinusoid path and initial conditions are used to show the
path tracking control in dynamics stage.

The reference path : x(γ) = 0, y(γ) = −6 + 6cos(0.04πγ) with γ̇(t) = 1.0m/s.

Initial conditions : u(0) = 1.0ms−1, r(0) = 0rads−1, x(0) = 10m, y(0) =

−15m,ψ(0) = π/2.

The speed limitation 0 < u(t) < 1.2m/s and −1.5πrad/s < r(t) < 1.5πrad/s are
assumed in the simulation. The physical parameters of the unicycle-type vehicle are
assumed as : [

m

I

]
=

[
1.0kg

1.0kg m2

]
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(a) Spatial convergence of trajectory tracking (b) Temporal convergence of trajectory tracking

(c) Spatial convergence of path following (d) Temporal convergence of path following

(e) Spatial convergence of path tracking (f) Temporal convergence of path tracking

Figure 4.6 – Comparison of TT, PF & PT control : spatial and temporal convergence
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Table 4.1 – Control parameters of three motion controllers

Trajectory Tracking Path Following Path Tracking

Controller (4.44) a (4.11) (4.28)
Control parameters
kx 1.5 1.5 1.5
kθ 1.0 1.0 1.0
γ 1.0 − 1.0
kτ 0.5 − 0.5

kv 0 b − 0.6

Heading parameters
θa π/2 π/2 π/2

kδ 0.1 0.1 0.1

aTrajectory tracking controller (4.44) is smoothly transited from path tracking controller (4.28).
bBy setting kv = 0, path tracking controller (4.28) is degenerated into trajectory tracking controller.

The control design parameters are displayed in Table 4.2.

Table 4.2 – Control parameters of sinusoid path tracking
kx = 1.5 kθ = 1.0 γ = 1.0 kτ = 0.5

kv = 0.6 k3 = 1.0 k4 = 1.0 θa = π/2 kδ = 0.1

In the upper part of Figure 4.7, the smooth spatial convergence is achieved by re-
calling Figure 1.12, and the tracking errors converge to zero asymptotically shown in
the lower part. In Figure 4.8, the vehicle velocity profiles (forward and yaw speeds)
converge to those of the TT target, and notice how the PT target change its speed to
bridge the gap between the vehicle and the TT target. It clearly shows that the virtual
target increase its forward speed when the vehicle is in advance of the actual target at
the initial stage, and then slow down and lead the vehicle to move together with the ac-
tual target. In Figure 4.9, the temporal convergence is achieved as the vehicle coincides
with the actual target after certain time instants. The control inputs, force and torque,
are shown in Figure 4.10 by applying the dynamics control law in (4.40).

4.5 Summary

In this chapter, the nonlinear motion control design based on Lyapunov theory and
backstepping technique are proposed. Namely, trajectory tracking, path following and
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Figure 4.7 – Spatial convergence of path tracking

path tracking control problems are addressed for nonholonomic underactuated auto-
nomous mobile vehicles. From the control objectives and corresponding control design
procedure, we can conclude the exclusive characteristics of these three main kinds mo-
tion behaviors :

• Trajectory tracking :
The trajectory is parameterized by time, which can be considered as generated by
a virtual vehicle moving at certain velocity [u(t), ω(t)]T of which is strictly constrai-
ned by time. The actual vehicle is passively tracks the virtual vehicle with strin-
gent time constraints. Hence, trajectory tracking solves the geometric assignment
(spatial convergence) and dynamic assignment (temporal limitation) together in
a single task.

• Path following :
The path is predefined and parameterized by along-path distance s, and an auto-
nomous vehicle is requested to follow the path with predefined speed. A virtual
target is introduced to collaboratively move along the path according to the vehi-
cle’s speed, to help the vehicle converging to the path. It means that the vehicle is
active to do path following with predefined speed, while the virtual target moves
on the path complying with the vehicle’s speed to slow down and speed up. Hence,
path following solves the geometric assignment (spatial convergence) primarily,
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Figure 4.8 – Speed profile of path tracking

Figure 4.9 – Temporal convergence of path tracking
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Figure 4.10 – Control efforts of path tracking

and the dynamic assignment (temporal limitation) is the secondary interest par-
tially achieved by designating the desired speed of the vehicle.

• Path tracking :
The path is parameterized by actual path parameter τd, pursuing the desired speed
profile predefined by τ̇d(t) which is constrained by time instant. However, a vir-
tual path parameter τ is introduced, and the evolution speed of the virtual path
parameter τ̇(t) has an extra degree of freedom, in order to comply with the sta-
tus of the tracking vehicle. The actual and virtual path can be considered as one
trajectory tracking target (TT target) and another path tracking target (PT tar-
get) moving along respectively. When the tracking error is large, the PT target
will slow down or speed up to collaborate with the vehicle’s movement, and path
tracking is prone to path following-like behavior ; otherwise, under certain small
tracking error, PT target will catch up with the TT target, and path tracking acts
as trajectory tracking-like behavior to keep the temporal performance as possible
as it can achieve. Therefore, the smoother spatial convergence is achieved and the
temporal performance is guaranteed in the end.

Finally, the simulation results illustrate the efficiency of the proposed control laws,
and the different characteristics among three motion control categories can be perceived
therein.



CHAPTER 5

MOTION CONTROL OF SINGLE

UNDERACTUATED AUVS

In the previous chapter, the motion control problem is addressed for nonholonomic
unicycle-type mobile vehicles. In this chapter, the solution is extended to motion control
of path following and path tracking for underactuated AUVs in horizontal plane, based
on the motion modeling and error dynamics of underactuated underwater vehicles des-
cribed in section 3.1.3 and 3.3.2.3. Furthermore, smooth transitions from underactuated
to fully actuated AUVs are proposed for both path following and path tracking control.

The main differences between the control design for nonholonomic unicycle vehicles
and underactated AUVs, are listed as follows :

1. The side-slip angle β existing in underactuated AUV, results in that not
only the total speed is required to align with the tangential direction
of the path, but also leading to the difficulty in computation of acce-
leration of β, where the stern-dominancy property of underactuated
vehicles is highlighted for well-posed control computation.

2. In the path following control design, the adapted Line-of-Sight (LOS)
heading guidance with embedded helmsman behavior built in Frenet-
Serret frame, is used for underwater vehicles instead of approaching
angle guidance used for unicycle-type vehicle.

3. In the path tracking control design, the weighting factor is introduced
in path tracking of AUVs, and the new control design with implicit hea-
ding guidance (neither explicit approaching angle or LOS) is adopted
to simplify the derived controller.

105
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5.1 Path following control of underactuated AUV

As it is shown in the comparison results of three motion control modes for nonho-
lonomic unicycle-type mobile vehicles in section 4.4, trajectory tracking has a perfor-
mance limitation due to the occurrence of aggressive maneuvers. Hence, for underac-
tuated AUVs, only path following and path tracking control are studied, and trajectory
tracking control is not addressed in this chapter.

5.1.1 Problem formulation

As depicted in Figure 5.1, an underactuated AUV follows a predefined spatial path
S, P is an arbitrary point on the path to be followed, and Q is the center of mass of
the moving vehicle. Associated with P , consider the corresponding Frenet-Serret frame
{F}. The path S is parameterized by the moving target P on the path, with curvilinear
abscissa (along path length) denoted by s. Let (xe, ye) denote the coordinates of Q in
{F}, where the along-track error xe represents the distance from vehicle to the desired
position along the x-axis of the Frenet-Serret frame, and the cross-track error ye repre-
sents the distance along the y-axis of the Frenet-Serret frame. Let the rotations from {I}
to {F} and {I} to {B} be denoted by the yaw angles ψF and ψB, respectively. Further-
more, let cc(s) and gc(s) denote the path curvature and its spatial derivative respectively,
and then ψ̇F = cc(s)ṡ, gc(s) = ∂cc(s)

∂s
.

Figure 5.1 – Frame definitions of path following : underactuated AUV



5.1 Path following control of underactuated AUV 107

Now, the problem of path-following control for underactuated AUV can be briefly
stated as follows :

Given a spatial path S, develop feedback control laws for the surge forces and yaw
torque acting on the underactuated underwater vehicle, such that its center of mass asymp-
totically converges to the path, while its total speed tracks a desired profile and aligns with
the tangent vector of the path.

The solution to this problem is similar to that given in section 4.2 for nonholonomic
unicycle-type vehicle, with some extra concerns for underactuated AUVs due to non-
zero side-slip angle, and dedicated effort on the computation of its acceleration.

5.1.2 Controller design

Notice how the choice of a new frame simplifies the first two kinematic equations in
(3.18) and brought out their similarities with those (3.13) of an underactuated unicycle
vehicle. If the constraints are different between underactuated unicycle and AUV sys-
tems, the control inputs are the same : the forward and yaw speeds in kinematics stage
and forward force and yaw torque in dynamics stage. This explains the connection bet-
ween unicyle-type vehicle and AUV path following control design. The only difference is
that the absence of a side thruster due to the underactuated design in the AUV system,
making the total speed vt resulted from both surge and sway components u, v. While the
first-order nonholonomic constraint imposing on unicycle-type vehicle, make the total
speed is permanently equal to its forward speed u.

Furthermore, as the desired path is parameterized by a virtual target P moving along
path length denoted by s, the Frenet-Serret frame {F} attached to {P} can be chosen
as the target frame. According to (3.36), the path following error vector peF built in the
Frenet-Serret frame {F} can be written as

peF =

 xe

ye

ψe

 =

 cosψF sinψF 0

− sinψF cosψF 0

0 0 1


 x− xF

y − yF

ψW − ψF

 (5.1)

where ψW = ψB + β and r = ψ̇B.

Replacing ψ̇F = cc(s)ṡ in (3.39), the error dynamics built in the target frame {F},
can be expressed as  ẋe

ẏe

ψ̇e

 =

 −ṡ(1− ccye) + vtcosψe

−ccṡxe + vtsinψe

r + β̇ − ccṡ

 (5.2)
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5.1.2.1 LOS heading guidance

Line-of-Sight (LOS) is a popular guidance method applied in marine surface vehicle
system. Traditional LOS is built in the inertial frame and can be used for path following
of straight-line constructed by way points [Fossen, 2002]. Herein, the LOS heading gui-
dance is proposed for path following of underwater vehicles, in stead of approaching
angle proposed for that of unicycle-type vehicle. However, the traditional LOS built in
the inertial frame [Pettersen and Lefeber, 2001] [Fossen et al., 2003], is adapted and
built in a moving Frenet-Serret frame, for underwater vehicles following both straight-
line and curved path in this chapter.

In order to follow the desired path, the most important thing is to steer the vehicle
with the right heading, and desired surge speed is arbitrary. However, the convergence
performance towards the path could be quite different, depending on the situation whe-
ther a reasonable heading is chosen and a wise computerized ’helmsman’ is onboard
[Pettersen and Lefeber, 2001]. Classic LOS law for heading guidance is popularly ap-
plied to marine surface vehicles and ships for tracking straight-line path generated by
given way-points during navigation [Fossen, 2002] [Fossen et al., 2003], and this me-
thod drives us on designing the heading guidance for underwater vehicle to track curved
path here.

As depicted in Figure 5.2(a), the coordinate origin of the AUV is (x, y), and the
LOS point on the straightline path is (xlos, ylos). Thus, the desired yaw angle under LOS
guidance is

ψlos = arctan(
ylos − y

∆
)

Originally, the control parameter ∆(> 0) is interpreted as the distance ahead of
the ship along the x-axis, i.e. the straight-line path, which the ship should reach
[Pettersen and Lefeber, 2001]. This important parameter, look ahead distance ∆ (or so-
called ’visibility distance’ in the LOS strategy), is constant in LOS design, used to shape
the vessel moving towards the straight-line path. Note that the straight-line path is per-
pendicular to y-axis in Figure 5.2(a), but it can be generalized to straight-line path with
an arbitrary slope, and the generalized LOS angle is ψlos = arctan( ylos−y

xlos−x
) as illustrated

in [Fossen, 2002].

Unlike the traditional LOS built in the inertial frame for following straight-line in
Figure 5.2(a), the LOS law is built in a moving Frenet-Serret frame and chosen as a
heading guidance herein. When the AUV tracks arbitrary regular path (straight line or
curved path), the parameter ∆ is extended to look at the distance along the tangential
path in Frenet-Serret frame as illustrated in Figure 5.2(b).

Elaborating more efforts on the heading design, Helmsman-like behavior is in-
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(a) Traditional LOS for straight line represented in
Inertial frame {I}

(b) Modified LOS for curved path represented in
Frenet-Serret frame {F}

Figure 5.2 – Illustration for the LOS guidance in different frames

troduced. In order to steer a ship towards the straight line, a good helmsman will
choose the magnitude of heading in function of the distance from the straight line
[Fossen et al., 2003]. In order to follow an arbitrary curvilinear path, a wise helmsman
on board is important. When the path has a small radius of the tangent osculating circle
(i.e. large curvature in Frenet-Serret frame) at one point, a good helmsman will catch
this information, and increase the heading to adhere to the sharp turning path at that
moment. On the contrary, the heading guidance is decreased when the path is smooth.
In this point of view, the LOS angle is adjusted by the helmsman when the path is not
straight, so that ∆ is a variable (∆ > 0 and upper bounded). One solution is that, ∆ can
be a function of curvature cc(s).

Revisiting Figure 5.1, in the perfect case of ψe equal to the desired heading ψlos, we
can see that ψe = ψW − ψF in the Frenet-Serret frame, is the corresponding LOS angle
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ψlos described in Figure 5.2(b). That means the guidance yaw angle can be defined as

ψlos = arctan(
−ye
∆

) (5.3)

or rather that

ψlos = − arcsin(
ye√

y2
e + ∆2

) (5.4)

and ∆ can be given by

∆ = 2L− Lsat(k0|cc(s)|) (5.5)

where 0 < k0 < k0max, L is the longitudinal length of the vehicle, and sat(·) is the
saturation function in (−1, 1), such as tanh(·), atan(·), etc. In the case of straight-line
path where cc(s) = 0, ∆ is equal to two vehicle’s length, which is corresponding to a
standard choice in LOS algorithms .

As depicted in Figure 5.2(a), the LOS angle enables the vehicle to turn right (ylos −
y > 0 such that ψlos > 0) to follow the straight-line path, when it is on the left side
of path, and turn left in the reversal situation. In the situation of arbitrary curved path
in Figure 5.2(b), a wise helmsman will steer the vehicle onto the tangential path, and
command a large ∆ giving a mild approach to the smooth curve, while a small ∆ brings
more aggressive approach to the sharp curve. Explicitly, it is convenient for controller
in the Frenet-Serret frame to provide the information of curvature, which means the
helmsman behavior can be embedded in the path following design proposed in this
chapter.

In a word, the heading reference under LOS guidance law with helmsman-like be-
havior illustrated in (5.3) is physically meaningful, driving the vehicle to turn sharper
in advance where the path curvature will be larger. Moreover, as we can see later, the
adapted LOS guidance is also instrumental in path following controller design to shar-
pen the convergence with ULES or UGES performance.

5.1.2.2 Kinematic controller

As the main objective of the path following control is to drive xe, ye an ψe to zero,
the following Lyapunov function candidate can be considered

V1 =
1

2
[x2
e + y2

e + (ψe − ψlos)
2] (5.6)

Resorting to the error dynamics model (5.2), the derivative of V1 is

V̇1 = −xeṡ+ vts1cosψe + vtyesinψ + (ψe − ψlos)(ψ̇e − ψ̇los)
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It is straightforward to show that the choice{
ṡ = k1xe + vtcosψe

ψ̇e = ψ̇los − yevt
sinψe−sinψlos

ψe−ψlos
− k2(ψe − ψlos)

(5.7)

where k1 and k2 are positive gains, lead to

V̇1 = −k1xe
2 + yevt sinψlos − k2(ψe − ψlos)

2

With the heading reference designed in (5.4), there is

V̇1 = −k1xe
2 − vtye

2√
ye2 + ∆2

− k2(ψe − ψlos)
2 (5.8)

That means V̇1 < 0 anywhere except the origin.
On the other hand, as the error between the actual orientation and guidance LOS

angle is ψ̇e = r + β̇ − ccṡ, the yaw rate in kinematics stage can be represented as :

r = ψ̇los − yevt
sinψe − sinψlos

ψe − ψlos
− k2(ψe − ψlos)− β̇ + ccṡ (5.9)

5.1.2.3 Dynamics controller

In the overall control loop, the kinematics controller acts as a reference subsystem,
giving the desired signal to the control subsystem based on the dynamics level. Using
backstepping techniques, the control law in kinematic level can be extended to deal
with vehicle dynamics.

The underactuated AUV model adopted in this thesis, is based on the model and
parameters of the SIRENE AUV, and more details about this AUV can be found in
[Aguiar, 2001]. According to the standard motion model in (3.5), neglecting the mo-
tions in heave, roll and pitch, the simplified motion equations of SIRENE AUV in surge,
sway and heading directions yield [Aguiar, 2001]

τu = muu̇−mvvr + duu

0 = mvv̇ +muur + dvv

τr = mrṙ −muvuv + drr

(5.10)

where

mu = m−Xu̇ du = −Xu −X|u|u|u|
mv = m− Yv̇ dv = −Yv − Y|v|v|v|
mr = Iz −Nṙ dr = −Nr −N|r|r|r|
muv = mu −mv
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Iz is the moment of inertia w.r.t. the z-axis. m{.} captures the effect of mass and
hydrodynamic added mass terms, and d{.} captures the hydrodynamic damping effects
[Aguiar, 2001]. τu and τr define the external force input in surge direction and torque
input about the z axis of the AUV respectively, generated by the back thrusters. In these
equations, and for clarity of presentation, it was assumed that the AUV is neutrally
buoyant and that the center of buoyancy coincides with the center of mass. We can
clearly see that there is no control input in the second equation in (5.10) due to the
absence of thruster on sway direction, usually in an underactuated AUV system.

Assuming the desired forward speed of the AUV is known as ud, it is easily to get the
derivative of the actual forward speed u̇ by

u̇ = u̇d − k4(u− ud) (5.11)

where k4 is an arbitrary positive gain.
Let rd (desired yaw rate) be the reference signal of r (actual yaw rate), which derived

from kinematic model. That means the desired yaw rate as a reference for dynamics
controller can be written as :

rd = ψ̇los − yevt
sinψe − sinψlos

ψe − ψlos
− k2(ψe − ψlos)− β̇ + ccṡ (5.12)

Then, applying backstepping technique, the difference between the actual yaw rate
and the desired yaw rate, must be reduced to zero. This inspires us to design the Lya-
punov candidate function :

V2 =
1

2
[x2
e + y2

e + (ψe − ψlos)
2 + (r − rd)

2] (5.13)

With ẋe, ẏe and ψ̇e in error dynamics (5.2) and ṡ = k1xe+vtcos(ψe) is given in kinematics
formulation (5.7), the derivative of V2 is

V̇2 = −k1x
2
e + yevtsinψlos + (ψe − ψlos)(ψ̇e − ψ̇los) + (r − rd)(ṙ − ṙd)

Choose
ṙ = ṙd − k3(r − rd)− (ψe − ψlos) (5.14)

then

V̇2 =− k1x
2
e + yevtsinψe + (ψe − ψlos)[(ψ̇e − ψ̇los)− (r − rd)]− k3(r − rd)

2

As desired yaw rate is a reference signal from kinematic controller given in (5.12). After
tedious calculation, we can get

V̇2 =− k1x
2
e − k2(ψe − ψlos)

2 + yevtsinψlos − k3(r − rd)
2

=− k1x
2
e − k2(ψe − ψlos)

2 − y2
e

vt√
y2
e + ∆2

− k3(r − rd)
2 (5.15)
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That means V̇2 < 0 anywhere except the origin.
Consequently, by using (5.7), (5.11) and (5.14), the control laws of virtual input ṡ

and input force and toque τu, τr are :
ṡ = k1xe + vtcosψe

τu = muu̇−mvvr + duu = mu(u̇d − k4(u− ud))−mvvr + duu

τr = mrṙ −muvuv + drr = mr(ṙd − k3(r − rd)− (ψe − ψlos))−muvuv + drr

(5.16)

where τv = 0 due to the underactuation in sway direction.

Proposition 5.1.1 (Path following : underactuated underwater vehicle)
Consider an underactuated underwater vehicle with the dynamics equations in (3.17)

and (5.10). Assume vt ≥ vtmin > 0 and the LOS heading guidance is given by (5.3).
Let control laws be given by (5.16) for some ki > 0(i = 1, 2, 3, 4), the equilibrium
point (xe, ye, ψe) = 03 is uniformly globally asymptotically and locally exponentially stable
(UGAS&ULES).

Proof The Lyapunov function V2 given by (5.13) is positive definite and radially un-
bounded. The derivative of Lyapunov function V̇2 given by (5.15) is negative definite as
vt ≥ vtmin > 0. Hence, by standard Lyapunov arguments, xe, ye, (r− rd), and (ψe−ψlos)
uniformly global asymptotically converge to 0. Recalling (5.3), ψlos converges to ye, and
ye converges to 0, such that ψe has the same characteristics with ye, and also uniformly
global asymptotically converges to 0 in the end.

For |ye| ≤ ȳe, there is vt√
ye

2+∆2
≥ vtmin√

ȳ2e+∆2
> 0. By choosing min{k1, k2, k3,

vtmin√
ȳ2e+∆2

} =

kmin, the derivative of Lyapunov function (5.15) becomes

V̇2 ≤ −kmin[x2
e + y2

e + (ψe − ψlos)
2 + (r − rd)

2] ≤ −2kminV2

It means the derivative of the Lyapunov candidate function is quadratically negative
definite. Hence, the equilibrium point (xe, ye, ψe) = 03, is uniformly locally exponentially
stable (ULES), with convergent rate of 2kmin, and the region of ULES depends on ∆.

• Remarks :

1. Actually, this is a sharp solution to the traditional path following control, both on
physic level (performance of helmsman like LOS heading guidance) and mathe-
matic level (performance of convergence). In [Lapierre et al., 2003], only global
asymptotically stability is guaranteed. With LOS guidance and helmsman like be-
havior embedded in the controller design, the performance of globally asymptoti-
cally and locally exponentially stable (ULES) achieved herein is indeed stronger.
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2. The convergence performance of uniformly global asymptotically stable (UGES)
is attainable, if the speed of the vehicle is chosen as

vt = kv
√
ye2 + ∆2 (5.17)

where kv > 0. Then, the derivative of Lyapunov candidate is

V̇2 = −k1x
2
e − k2(ψe − ψlos)

2 − kvy
2
e − k3(r − rd)

2 ≤ 2min{k1, k2, k3, kv}V2

which results in UGES of the system. This is indeed a strong convergence per-
formance, but it is constrained by the maximum available speed of the physical
vehicle system, i.e., max(kv

√
ye2 + ∆2) ≤ vtmax is required. Even in the case that

this requirement is not fulfilled, ULES convergence still holds for the whole sys-
tem.

5.1.3 Computation of side-slip angle

Clearly, β̈ is requested for control computation of torque input τr in (5.16) as ṙd =

f(β̈) shown in (5.12), but the second derivative of side slip angle β̈ can not be directly
measured in practice. Moreover, β is not directly controllable for underactuated AUV
and can not converge to a desired side slip angle rigorously, as there is no lateral thruster
contributing force to steer sway speed v in an underactuated AUV. It is different from
the case of fully actuated AUV where β is controllable by the surge and sway forces
and converges to a desired sideslip angle βd. Therefore, one must resort to the original
dynamic model of the AUV for the computation of β, β̇, β̈. Furthermore, stern-dominant
property of AUV is required during the computation of β̈.

As vt =
√
u2 + v2, there is

v̇t = (uu̇+ vv̇)/
√
u2 + v2 = (uu̇+ vv̇)/vt

The side-slip angle β = arctan(v/u), such that

β̇ = (uv̇ − vu̇)/(u2 + v2) = (uv̇ − vu̇)/v2
t (5.18)

Hence, the acceleration of side-slip angle is

β̈ =
(u̇v + uv̈ − v̇u̇− vü)v2

t − 2(uv̇ − vu̇)vtv̇t
v4
t

=
uv̈ − vü

v2
t

− 2
uv̇ − vu̇

v3
t

v̇t

Replacing (5.18) to above equation, there is

β̈ =
uv̈ − vü

v2
t

− 2
v̇t
vt
β̇ (5.19)
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Hence, in order to get β̈, the jerks ü and v̈ have to be prior-known. Actually, the jerks
can not be directly measured. One possible way to solve this problem, is to compute ü
through the desired forward speed information, while v̈ is computed by resorting to the
AUV dynamics model.

Computation of jerk ü
As the forward speed control is given by

u̇ = u̇d − k4(u− ud)

Thus, the jerk ü can be computed by the following equation :

ü = üd + k2
4(u− ud)

If the system is traveling with a constant forward speed, there is u̇d = 0 and üd = 0.
Hence, it makes above expression simpler since the desired acceleration term disap-
pears.

Computation of jerk v̈
By using the dynamics model (5.10), there is

v̈ = −(muu̇r +muuṙ + ḋvv + dvv̇)/mv (5.20)

Thus, computing β̈ in (5.19) is converted into getting the knowledge of acceleration
ṙ. We can simplify the computation procedure by revisiting the dynamic model,.

Actually, we can simplify the yaw rate control of AUV in (5.12), as we have done for
unicycle-type vehicle by using LaSalle’s invariance principle to concatenate three-step
control design in section 4.2.2, i.e., firstly stabilize (ψe−ψlos) = 0 by V1 = 1

2
(ψe−ψlos)2,

then stabilize (xe, ye)
2 = 02 by V2 = 1

2
(x2

e + y2
e), and finally choose V = V1 + V2 + 1

2
[(u−

αu)
2+(r−αr)2] to stabilize all the error state to zero within the system dynamics, where

αu, αr represent the virtual control laws ud, rd respectively. Thus, we can have the virtual
control inputs as

αr = ψ̇los − β̇ + cc(s)ṡ− k2(ψe − ψlos) (5.21)

where αr in (5.21) is simplified by canceling the term yevt
sinψe−sinψlos

ψe−ψlos
, compared with

that in (5.12).
Using the equivalent symbol αr to replace rd in (5.14), there is

ṙ = α̇r − (ψe − ψlos)− k3(r − αr)

Furthermore, ṙ can be simplified by α̇r in (5.21) as follows :

ṙ = ψ̈los − β̈ + ccs̈+ gcṡ
2 − k2(ψ̇e − ψ̇los)− (ψe − ψlos)− k3(r − αr)
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Let the intermediate variable B be

B = ψ̈los + ccs̈+ gcṡ
2 − k2(ψ̇e − ψ̇los)− (ψe − ψlos)− k3(r − αr) (5.22)

such that ṙ = B − β̈.

From the second term in the dynamics model (5.10), there is v̇ = −muur−dvv
mv

, and
u = vt cos β, then β̇ in (5.18) can be rewritten as

β̇ =
uv̇ − vu̇

v2
t

=
1

v2
t

[u
−muuαr − dvv

mv

− vu̇] = −mu

mv

cos2 βαr −
uvdv
mvv2

t

− vu̇

v2
t

(5.23)

Let the intermediate variable A be

A = ψ̇los + ccṡ− k2(ψe − ψlos) (5.24)

Replacing (5.23) into (5.21), there is

αr = [A+
1

v2
t

(vu̇+
uvdv
mv

)]/(1− mu

mv

cos2 β)

As β̈ given in (5.19) and v̈ given in (5.20), using the intermediate variable B in
(5.22), there is

ṙ =B +
üv

v2
t

+ 2
v̇t
vt
β̇ − u

v2
t

[
−(muu̇r +muuṙ + ḋvv + dvv̇)

mv

]

=B +
üv

v2
t

+ 2
v̇t
vt
β̇ +

u

v2
t

(
muu̇r +muuṙ + ḋvv

mv

) +
u

v2
t

mu

mv

uṙ

=C +
u2

v2

mu

mv

ṙ = C +
mu

mv

cos2 βṙ

Hence, we get

ṙ = C/(1− mu

mv

cos2 β) (5.25)

where the intermediate variable C is :

C =B +
üv

v2
t

+ 2
v̇t
vt
β̇ +

u

v2
t

(
muu̇r +muuṙ + ḋvv

mv

)

=ψ̈los + ccs̈+ gcṡ
2 − k1(ψ̇e − ψ̇los)− (ψe − ψlos)− k3(r − αr)

+
üv

v2
t

+ 2
v̇t
vt
β̇ +

u

v2
t

(
muu̇r + ḋvv + dvv̇

mv

)

(5.26)

Now, we can have a summary about the algebraic computation for the acceleration
of side-slip angle, and the computation process is shown in Figure 5.3.
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Figure 5.3 – Diagram of computation for acceleration of side-slip angle

1. Computation on side-slip angle
β = arctan v/u

β̇ = 1
v2t

(uv̇ − vu̇)

β̈ = 1
v2t

(uv̈ − vü)− 2
v2t
vt
β̇

2. Computation on acceleration of speed by resorting to dynamic model{
ü = üd + k2

4(u− ud)

v̈ = −(muu̇r +muuṙ + ḋvv + dvv̇)/mv

3. Computation on angular speed and its acceleration{
αr = [A+ 1

v2t
(uv̇ + uvdv

mv
)]/(1− mu

mv
cos2 β)

ṙ = C/(1− mu

mv
cos2 β)

(5.27)

where the intermediate variables A,C are stated in (5.24) and (5.26).
Condition of stern-dominant vehicle :
With similar analysis in [Lapierre and Jouvencel, 2008], it is noted that ṙ is causal

and well defined in (5.27) if
mu

mv

=
m−Xu̇

m− Yv̇
< 1

Note that added mass terms Xu̇ and Yv̇ are standard notations of SNAME
[SNAME and Engineers, 1950]. For instance, the hydrodynamic added mass force Y

along the y-axis due to an acceleration v̇ in the y-direction, is written as :

Y = −Yv̇v̇

where the hydrodynamic derivatives Yv̇ := ∂Y
∂v̇

, can be considered as the added mass
resulted by Newton’s second laws of motion.

Checking the signs of the hydrodynamic parameters of an AUV reveals following
properties :
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1. The added mass Xu̇ and Yv̇ are negative in a real fluid ([Fossen, 2002], pages :66−
67) .

2. If the vehicle is stern dominant, −Yv̇ > −Xu̇ > 0 as the added mass act on the
vehicle have more influence in the sway direction than that in the surge direction.

3. If the vehicle is bow dominant, −Xu̇ > −Yv̇ > 0 as the added mass act on the
vehicle have more influence on the surge direction than that in the sway direction.

Hence, in the case of a stern-dominant vehicle such as one considered in this thesis,
the control computation is well posed. For a definition of bow and stern dominant
vehicles, see (Lewis [Lewis, 1989], Chapter 9, Section 4.2).

As a conclusion, the underactuated property of AUVs leads the side-slip angle to
be not directly controllable, and it brings difficulty in computation of the acceleration
of side-slip angle, which is usually ignored by neglecting it in many other literatures.
However, the simulation result in section (5.3) will exposes that β̈ can not be simply
set as zero if high precision performance of path following is expected. In this part, the
computation problem is solved by resorting the dynamics model and stern-dominant
structure of AUVs is required to get the well-posed computation.

5.1.4 Smooth Transition from underactuated to fully-actuated AUV

Underactuated vehicle systems exhibit so-called second order nonholonomic
constraints, i.e. non-integrable conditions imposed on the acceleration, such that the
vehicle lacks capability to command instantaneous accelerations in one or more DOFs.
However, fully-actuated vehicle systems have the same dimension of the control input
space as that of the configuration space. This gives full actuation for applications like
low-speed maneuvering in harbours and confined waters, and eases docking. But since
such lateral thrusters loose their efficiency at higher speeds, mainly because of the re-
lative perpendicular water flow, adding them doesn’t solve the situation for high-speed
applications. At such instances, these vehicles just behave like underactuated as the rest.

On the other hand, fully actuated vehicles can be exposed to actuator failure rende-
ring them into underactuated case. This can be partially solved by introducing redun-
dancy in the actuator configuration, but only at increased costs. Even so, the control
system of these vehicles should be equipped with algorithms allowing the vehicles to
be controlled using only the remaining actuator capability. In practice, this represents a
software solution to handling faults in the event of a failure, that is having both software
and hardware redundancy.

For marine vehicles, it is desirable to automatically control the vehicles through all
the feasible stages from low speed positioning [Riedel and Healey, 1998] to high-speed
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maneuvering [Do et al., 2004b]. Traditionally, the vehicle is fully actuated for low-speed
application, while under-actuated vehicle is assumed for high-speed maneuvering. It
results in the development of structurally different controllers, and an intelligent super-
visor is required to perform a heuristics and hybrid switch between two controllers. For
example, a hybrid switching design involving a low-speed dynamic positioning control-
ler and a high-speed track-keeping controller is proposed in [Bertin and Branca, 2000]
for marine surface vehicles, and a unified design throughout the whole non-zero
speed envelope is proposed in [Breivik and Fossen, 2006] for autonomous underwater
vehicles. However, we propose a control law for fully-actuated vehicle, which is adapted
from the control laws for underactuated vehicles in (5.16). Thus, both underactuated
and fully actuated AUVs under the same control framework, except that the control
computation for β̈ is different due to the different controllability of β in these two cases.

Motion control design for fully actuated AUV :

Consider the simplified dynamics of a fully actuated underwater vehicle in body
fixed frame [Ghabcheloo et al., 2006a], written as :

τu = muu̇−mvvr + duu

τv = mvv̇ +muur + dvv

τr = mrṙ −muvuv + drr

(5.28)

It degenerates into the underactuated AUV dynamics in (5.10) when τv = 0.

Notice that the side-slip angle β exists in both the fully actuated vehicle and underac-
tuated vehicle, and the difference is that β is directly controllable in fully actuated case,
but not directly controllable in underactuated case. However, the kinematic equations
in (3.20) are with the same form for both the fully-actuated vehicle and under-actuated
vehicle.

Using the fact that 
β = arctan(v/u)

vt =
√
u2 + v2

u = vt cos β

v = vt sin β

Replacing above equations into (5.28), the dynamics of fully actuated AUV can be re-
written in terms of (vt, β, r) as

v̇t = fvt(vt, β, r) + τvt(τu, τv, vt, β)

β̇ = fβ(vt, β, r) + τβ(τu, τv, vt, β)

ṙ = fr(vt, β, r) + τr/mr

(5.29)
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where 
fvt = (mv

mu
− mu

mv
)vtr sin β cos β − ( du

mu
cos2 β + dv

mv
sin2 β)vt

fβ = −(mv

mu
r sin2 β + mu

mv
r cos2 β) + ( du

mu
− dv

mv
) sin β cos β

fr = − dr

mr
+ mur

mr
v2
t sin β cos β

(5.30)

and {
τvt = cosβ

mu
τu + sinβ

mv
τv

τβ = − sinβ
vtmu

τu + cosβ
vtmv

τv
(5.31)

The transformation between (τvt, τβ) and (τu, τv) is nonsingular due to the determi-
nate of the transformation mumvvt 6= 0, which can also be written as follows{

τu = (mu cos β)τvt − (muvt sin β)τβ

τv = (mv sin β)τvt + (mvvt cos β)τβ
(5.32)

where τu, τv, τr denote the surge force, sway force and torque applied to the fully-
actuated vehicle respectively, and m’s and d’s are vehicle parameters.

As the side-slip angle β is directly controllable by the control input τv, we can guaran-
tee the desired side-slip angle. This is the main difference from under-actuated vehicle.
Hence, the desired side-slip angle can be predefined as βd, and choose the Lyapunov
function Vβ = 1

2
(β − βd)

2, it renders

β̇ = β̇d − k5(β − βd) (5.33)

where the gain k5 > 0.
Therefore, the control input of τβ in (5.29) is

τβ = −fβ + β̇d − k5(β − βd) (5.34)

drives β asymptotically converges to βd.
The only different between fully and underactuated vehicle, exists if the side-slip

angle β is directly controllable or not. The common point is that control inputs for τu
and τr are the same for both of the cases. Directly using the same surge and yaw control
inputs as proposed in (5.16), and replacing (5.34) into (5.32) to get the sway control
input τv, there is

τu = mu(u̇d − k4(u− ud))−mvvr + duu

τr = mr(ṙd − k3(r − rd)− (ψe − ψlos))−muvuv + drr

τv = mvu
cos2 β

[ sin
2 β

muv
τu − fβ + β̇d − k5(β − βd)]

(5.35)

Note that the control law for τv is singular when β = π
2

+ 2kπ, k ∈ <+. However,
β = π

2
+ 2kπ means that the surge velocity u = 0 and only sway velocity v exists.

Actually, the desired surge velocity ud is not zero in path following problem , so that
u 6= 0 which rules out this singularity problem.
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Proposition 5.1.2 (Path following : fully actuated underwater vehicle)
Consider a fully actuated underwater vehicle with the dynamics equations in (3.17)

and (5.28). Given the desired surge speed ud > 0 and the LOS heading guidance in
(5.3). Let control laws be given by (5.35) for some ki > 0(i = 1, 2, 3), the equilibrium
point (xe, ye, ψe) = 03 is uniformly globally asymptotically and locally exponentially stable
(UGAS&ULES).

Proof The proof follows the same steps adopted in the proof of Proposition 5.1.1.

Furthermore, the acceleration of side-slip angle β̈ is still required to compute control
input τr, as β̈ is implicitly included in ṙd which appears in τr. Fortunately, it is far more
easier to get it compared with that in the underactuated model. As the β is directly
controllable in (5.33), there is

β̈ = β̈d − k5(β̇ − β̇d) = β̈d + k2
5(β − βd) (5.36)

We can conclude that the difference between two path following controllers for un-
deractuated and fully actuated AUV is that, the side-slip angle is directly controllable
in fully actuated vehicle due to the available control input τv, so we can use (5.36) to
replace (5.19) in underactuated AUV controller. The control inputs for τu and τr are the
same for both of the cases.

From this point of view, we can keep the control framework consistent for both un-
deractuated and fully actuated AUVs, as we just need to switch the control computation
for β̈ from (5.19) to (5.36). However, the smooth control transition is preferred to the
hard switch in practical case.

Control design of smooth transition between fully and under-actuated AUV :
The smooth transition design is proposed as follows :
Define the total speed of the vehicle as

0 < vtmin ≤ vt1 < vt2 ≤ vtmax (5.37)

where vtmin is the minimum value of vt when the vehicle is still fully actuated, and vtmax
is the maximum value of vt when the vehicle becomes underactuated.

In order to achieve a smooth transition between a fully actuated and an underactua-
ted vehicle, a natural choice is constructing the transition factor f(vt) as a function of
the instantaneous vehicle total speed vt :

f(vt) =
π
2

+ arcsin[kvt(vt − vt1+vt2

2
)/(vt2−vt1

2
)]

π
(5.38)
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where kvt > 0 is a slack variable and 0 ≤ f(vt) ≤ 1. Note some sigmoid functions, for
instance, tanh(·), atan(·), are excluded as only 0 < f(vt) < 1 is guaranteed.

Revisiting (5.35) in fully actuated control laws and using the fact of null sway force
in underactuated case, the control input in sway direction can be written as

τv = {
τv1 = 0, underactuated case : high speed
τv2 = mvu

cos2 β
[ sin

2 β
muv

τu − fβ + β̇d − k5(β − βd)], fully-actuated case : low speed
(5.39)

The smooth transition of control force in sway direction, from low speed to high
speed maneuvering, can be proposed as

τv = f(vt)τv1 + (1− f(vt))τv2 (5.40)

where f(vt) is given in (5.38) and τv1, τv2 are given in (5.39). When the vehicle ma-
neuvers in high speed approaching to vt2, it tends to τv = τv1. It tends to τv = τv2 vice
versa.

Hence, we can get the proposition for path following control of autonomous under-
water vehicles maneuvering in the whole speed profile (from low speed to high speed)
as follows :

Proposition 5.1.3 (Path following : smooth transition between fully and under-
actuated AUVs)

Consider an underwater vehicle with the kinematics equations in (3.17), and dynamics
equations (5.28) and (5.10) in fully and under-actuated case respectively. Given the desired
surge speed ud > 0 and the LOS heading guidance in (5.3). The control input of τu, τr are
given in (5.35). Let control law for control force in sway direction be given by (5.40), the
smooth transition between low-speed and high speed maneuvering of AUVs can be achieved.

Remark :
Actually, there is another control representation for path following control of fully-

actuated AUVs. As the side-slip angle is directly controllable for the fully actuated AUVs,
the desired total speed vtd ( vtd ≥ vtdmin > 0) can be directly given other than setting
the desired surge speed ud in the Proposition 5.1.2.

Then the control laws can be chosen as
τvt = −fvt + v̇td − k6(vt − vtd)

τβ = −fβ + β̇d − k5(β − βd)

τr = mr(ṙd − k3(r − rd)− (ψe − ψlos))−muvuv + drr

(5.41)

where fvt, fβ are given in (5.30).
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Note the composite control input τvt is simply derived by choosing the Lyapunov
function Vvt = 1

2
(vt − vtd)

2, while τβ, τr are derived in the same way as shown in (5.35).

Subsequently, the control inputs τu and τv can be derived by using the mapping
between τu, τv and τβ, τvt in (5.32).

5.2 Path tracking control of underactuated AUV

In this section, the problem of path tracking for underactuated AUVs in horizontal
plane is addressed, based on the solution for nonholonomic unicycle-type mobile vehicle
in previous chapter. The difference is that the total speed of the underactuated vehicle
is required to track a desired speed profile.

5.2.1 Problem formulation

As depicted in Figure 5.4, an underactuated AUV is required to track a reference path
Γ(τd(t)) parameterized by path parameter τd(t). The reference path can be considered
as a trajectory tracking target (TT target) moving along the path with desired speed
profile τ̇d(t), and a path tracking target (PT target) moving on the path is introduced
to generate the virtual reference path Γ(τ(t)) online. Apparently, the path of TT target
coincides with the path of PT target if the time-related path parameters are the same,
i.e., τ(tf ) = τd(tf ) at certain time instant tf . However, the virtual path parameter τ(t)
has an extra degree of freedom in order to bridge the behaviors of the tracking vehicle
and the TT target on the path, such that both smooth spatial convergence and time
convergence can be achieved, which are the characteristics of path tracking control,
with the performance to combine both the path following and trajectory tracking control
behaviors.

As the reference path Γ(τ(t)) is parameterized by τ(t), there is : ẋ(τ)

ẏ(τ)

ψr(τ)

 =

 xτ (τ)τ̇

yτ (τ)τ̇

atan2(yτ (τ)/xτ (τ))

 (5.42)

where xτ (τ) = ∂x(τ)
∂τ

and yτ (τ) = ∂y(τ)
∂τ

.

Compared with the path tracking of nonholonomic unicycle-type vehicle, the total
speed of the underactuated AUV vt is required to align with the tangent speed of the
path vtr. Let the path tracking error state vector peB = [xe, ye, ψe]

T be built in the vehicle
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Figure 5.4 – Path tracking of underactuated AUV

body frame {B}, there is

peB =

 xe

ye

ψe

 =

 cosψW sinψW 0

− sinψW cosψW 0

0 0 1


 xr − x

yr − y

ψr − ψW

 (5.43)

where [x, y, ψW ]T is the AUV state vector with the course angle ψW = ψB + β, and
[xr, yr, ψr]

T is the reference state vector in the inertial frame {I}.
Similarly with (4.16), the velocity vector of the PT target on the path (vtr, ωr)

T can
be expressed by path parameter τ as[

vtr(τ)

ωr(τ)

]
=

[
v̄tr(τ)τ̇

w̄r(τ)τ̇

]
(5.44)

where {
v̄tr(τ) =

√
xτr(τ)

2 + yτr (τ)
2

w̄r(τ) = xτ
r (τ)yτ2

r (τ)−xτ2
r (τ)yτ

r (τ)
xτ

r (τ)2+yτ
r (τ)2

(5.45)

Hence, the corresponding error state dynamics (3.39) expressed in AUV body frame
{B}, can be rewritten as follows : ẋe

ẏe

ψ̇e

 =

 ωye − vt + v̄trτ̇ cosψe

−ωxe + v̄trτ̇ sinψe

ω̄rτ̇ − ω − β̇

 (5.46)
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where [vt, ωW ]T is the vehicle state vector with ωW = ψ̇B + β̇ = ω+ β̇,and [vtr, ωr]
T is the

reference velocity vector of the PT target.

Note that three properties of the path, uniqueness, regularity and persisting excita-
tion, are still assumed for path tracking as expressed in Assumption 4.3.1.

Therefore, the control objective of path tracking of underactuated AUV is to design
a controller and achieve the following tasks :

limt→∞ ‖peB‖ = 0

limt→∞ |τ(t)− τd(t)| = 0, limt→∞ |τ̇(t)− τ̇d(t)| = 0
(5.47)

where the first term declares the spatial assignment of path tracking, requiring the
position and total velocity of the vehicle coincide with those of the PT target on the
path ; the second term declares the dynamic assignment, requiring the speed of the PT
target τ̇(t) respect that of the TT target τ̇d(t) and force the PT target to asymptotically
catch up with the TT target.

5.2.2 Controller design

In this part, the control law for underactuated AUV path tracking is derived based
on Lyapunov stability theorem and backstepping technique. However, a new control
Lyapunov function is chosen in a concise pattern, where neither the approaching angle
nor the LOS guidance is used. Moreover, a weighting factor λ is introduced to flexibly
tune the weighting of the path following and trajectory tracking behaviors, which are
blended in the path tracking control design.

5.2.2.1 Kinematics controller

In the kinematics stage, the control Lyapunov function is selected as

V = (1− λ)
(x2

e + y2
e + 1

γ
ψ2
e)

2
+ λ

kτ (τ − τd)
2

2
(5.48)

where γ, kτ are scale factors to guarantee dimensional homogeneity of position xe, ye,
angle ψe and time τ . Meanwhile τ, τd is the virtual and desired path parameter respecti-
vely with limt→∞ τ̇d 6= 0.

The first part
(x2

e+y2e+ 1
γ
ψ2

e)

2
in (5.48) concerns the spatial tracking property, while the

second part (τ − τd)
2 is the addition of a time dependent penalty.

The parameter λ ∈ (0, 1) is the weighting factor. Obviously, large λ let the time
specification (τ − τd) plays more important roles in the path tracking design, which
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represents the characteristics of trajectory tracking. While small λ let the spatial specifi-
cation xe, ye, ψe plays more important roles, which represents the characteristics of path
following.

The time derivative of (5.48) along the solution of (5.46) is

V̇ = (1− λ)[−xevt + vtrxe cosψe + vtrye sinψe +
1

γ
ψe(ωr − ω − β̇)] + λkτ (τ − τd)(τ̇ − τ̇d)

In order to introduce the extra degree of freedom to the virtual path parameter τ , define
an auxiliary variable τ̃ and let its time derivative as

˙̃τ = τ̇ − vτ (t, xe, ye, ψe) (5.49)

Substituting (5.44), (5.44) and (5.49) into above equation, yields

V̇ =(1− λ){−xevt + v̄tr( ˙̃τ + vτ )xe cosψe + v̄tr( ˙̃τ + vτ )ye sinψe +
1

γ
ψe[ω̄r( ˙̃τ + vτ )− ω − β̇]}

+ λkτ (τ − τd)( ˙̃τ + vτ − τ̇d)

=(1− λ)[(v̄trvτ cosψe − vt)xe + v̄trvτye sinψe +
1

γ
ψe(ω̄rvτ − ω − β̇)] + λkτ (τ − τd)(vτ − τ̇d)

+ ˙̃τ [(1− λ)(v̄trxe cosψe + v̄trye sinψe +
1

γ
ψeω̄r) + λkτ (τ − τd)]

Let
Φe = (1− λ)(v̄trxe cosψe + v̄trye sinψe +

1

γ
ψeω̄r) + λkτ (τ − τd) (5.50)

Proposing the control input as[
vt

ω

]
=

[
kxxe + v̄trvτ cosψe

ω̄rvτ − β̇ + γyev̄trvτ
sinψe

ψe
+ kψψe

]
(5.51)

and choosing [
vτ
˙̃τ

]
=

[
τ̇d

−kv tanh Φe

]
(5.52)

yields

V̇ = −(1− λ)(kxx
2
e +

kψ
γ
ψ2
e)− kvΦe tanh Φe (5.53)

Replacing (5.49) into the combination of (5.51) and (5.52), yields the control laws
for path tracking  vt

ω

τ̇

 =

 kxxe + v̄trτ̇d cosψe

ω̄rτ̇d − β̇ + γyev̄trτ̇d
sinψe

ψe
+ kψψe

τ̇d − kv tanh Φe

 (5.54)



5.2 Path tracking control of underactuated AUV 127

The above path tracking controller is nonsingular, as the term sinψe

ψe
is well defined

and continuous at zero.
Remark :
Note that neither explicit approaching angle δ nor LOS angle ψLOS is used as a hea-

ding guidance in control design, by building the Lyapunov candidate function (5.48).
However, the implicit heading guidance is embedded as the the xe, ye, ψe tending to zero
will be still achieved in the subsequent proof of Proposition 5.2.1. And this implicit hea-
ding guidance simplifies the derived control input of yaw rate in (5.54) compared with
that in (4.28).

Proposition 5.2.1 (Path tracking 1 : underactuated AUV)
Under assumption 4.3.1 for a predefined C1 path given in (5.42) with desired speed

τ̇d(t) for the time derivative of path parameter τ(t), the kinematic control inputs vt and
ω, and the virtual control input τ̇ rendering time evolving law for path parameter given
in (5.54). The control objective of path tracking is achieved and the equilibrium point
[xe, ye, ψe, (τ − τd)]

T = 04 is globally asymptotically stable.

Proof The control Lyapunov function V in (5.48) is positive definite, and its time deri-
vative V̇ in (5.53) is semi-negative definite. We have

0 ≤ V (t) ≤ V (t0), t ≥ t0

such that all the signals xe(t), ye(t), ψe(t), τ(t)− τd(t) constituting V (t) are bounded.
As the path is C1, there is v̄tr, ω̄r are bounded. τ̇d is assumed to be bounded. The

boundedness of v̄tr, ω̄r, τ̇d renders that vt is bounded from the first term in (5.54).
Furthermore, the boundedness of vt renders the same for u, v and u̇, v̇, such that
β̇ = (cosψev̇ − sinψeu̇)/vt is bounded. Moreover, | sinψe/ψe| ≤ 1. Consequently, ω is
bounded by checking the second term in (5.54). Now, ẋe, ẏe, ψ̇e can be claimed as boun-
ded by checking (5.46). In addition, the functions tanh(·), sech(·) are bounded. There-
fore, the double derivative of Lyapunov function

V̈ = −2(1− λ)(kxxeẋe − kψψeψ̇e)− kvΦ̇e(tanh Φe − Φesech2Φe)

is also bounded. By resorting to Barbalat’s lemma, there is

lim
t→∞

V̇ (t) = 0

Therefore, xe, ψe,Φe vanish as t→∞, which renders

lim
t→∞

(τ − τd) = 0



128 Chapter 5 : Motion control of single underactuated AUVs

by checking the the expression of Φe in (5.50). Moreover, as τ̇ = τ̇d − kv tanh Φe in
(5.54), limt→∞ Φe = 0 renders

lim
t→∞

|τ̇ − τ̇d| = 0

It means the second control objective in (5.47) is fulfilled.

From (5.46), we have limt→∞ ẋe = limt→∞(ωye−vt+v̄trτ̇ cosψe) = 0. Since vt → v̄trτ̇d

from the control law and τ̇ → τ̇d as t →∞, there is vt → v̄trτ̇ . It yields limt→∞ ωye = 0.
By checking the control law for ω and limt→∞ ψ̇e = 0 in (5.46), there is ω → ωr − β̇ as
t→∞. By resorting the dynamics model in (5.10), there is limt→∞ β̇ = −muω/mv. The-
refore, ω → ωr/(1−mu/mv). Thus, for any ωr 6= 0, there is ω 6= 0. Suppose limt→∞ ye 6= 0,
there is ye → ye,lim due to the boundedness of ye. It gives the convergence solution :

lim
t→∞

ẋe → ωye,lim

which is paradoxical with ẋe → 0 no matter the state of ωr. Hence, limt→∞ ye = 0. Now,
we can conclude that the first control objective in (5.47) is also fulfilled.

5.2.2.2 Backstepping Dynamics

Let vt and ω be virtual control inputs, αvt and αω in (5.54) be the corresponding
virtual control laws. Introduce the velocity error variables

z =

(
zvt

zω

)
=

(
vt − αvt

ω − αω

)

Augmenting the Lyapunov function V in (5.48) with the quadratic terms of zu and zr,
there is

Vdyn = V +
1

2
zTMz (5.55)

Denote the positive definite matrix M =

(
mu 0

0 mr

)
, where mu,mr are defined in

(5.10).
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The time derivative of Vdyn can be written as

V̇dyn = (1− λ)[(v̄trvτ cosψe − vt)xe + v̄trvτye sinψe +
1

γ
ψe(ω̄rvτ − ω − β̇)] + λkτ (τ − τd)(vτ − τ̇d)

+ ˙̃τ [(1− λ)(v̄trxe cosψe + v̄trye sinψe +
1

γ
ψeω̄r) + λkτ (τ − τd)] + +muzvt żvt +mrzωżω

= (1− λ)[(v̄trvτ cosψe − zvt − αvt)xe + v̄trvτye sinψe +
1

γ
ψe(ω̄rvτ − zω − αω − β̇)] +muzvt żvt

+ λkτ (τ − τd)(vτ − τ̇d) + ˙̃τ [(1− λ)(v̄trxe cosψe + v̄trye sinψe +
1

γ
ψeω̄r) + λkτ (τ − τd)] +mrzωżω

= (1− λ)[(v̄trvτ cosψe − αvt)xe + v̄trvτye sinψe +
1

γ
ψe(ω̄rvτ − αω − β̇)] + zvt(mużvt − (1− λ)xe)

+ λkτ (τ − τd)(vτ − τ̇d) + ˙̃τΦe + zω(mrżω −
1

γ
ψe)

Let the control laws for vt and ω be chosen as{
v̇t = α̇vt + ((1− λ)xe − kvtzvt)/mu

ω̇ = α̇ω + ( 1
γ
ψe − kωzω)/mr

(5.56)

where kvt , kω are positive constants, and αvt , αω, and the updating law for the virtual
parameter τ(t) are given according to (5.54) as follows : αvt

αω

τ̇

 =

 kxxe + v̄trτ̇d cosψe

ω̄rτ̇d − β̇ + γyev̄trτ̇d
sinψe

ψe
+ kψψe

τ̇d − kv tanh Φe

 (5.57)

Recalling the transformation between (τvt, τβ) and (τu, τv) for fully-actuated AUV
in (5.29),(5.30) and (5.31). By setting τv = 0 in those equations, the corresponding
transformation for underactuated AUV can be written as{

τu = muτvt/ cos β

τβ = −τvt tan β/vt
(5.58)

Note that β = π
2

is impossible, as the surge velocity u > 0 is assumed for underwater
vehicles.

In (5.58), there is 
v̇t = fvt(vt, β, r) + τvt(τu, τv, vt, β)

β̇ = fβ(vt, β, r) + τβ(τu, τv, vt, β)

ṙ = fr(vt, β, r) + τr/mr

(5.59)

and 
fvt = (mv

mu
− mu

mv
)vtr sin β cos β − ( du

mu
cos2 β + dv

mv
sin2 β)vt

fβ = −(mv

mu
r sin2 β + mu

mv
r cos2 β) + ( du

mu
− dv

mv
) sin β cos β

fr = − dr

mr
+ mur

mr
v2
t sin β cos β

(5.60)
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Hence, the control inputs in dynamics stage can be written as{
τu = mu(v̇t − fvt)/ cos β = [muα̇vt + ((1− λ)xe − kvtzvt)−mufvt]/ cos β

τr = mrṙ −muvuv + drr = mrα̇ω + ( 1
γ
ψe − kωzω)−muvuv + drr

(5.61)

Replacing (5.56) and (5.57) into the derivative of Vdyn, there is

V̇dyn = −(1− λ)(kxx
2
e +

kψ
γ
ψ2
e)− kvΦe tanh Φe − kvtz

2
vt
− kωz

2
ω

That means, V̇dyn is semi-negative definite and all the states (xe, ψe, (τ − τd), zvt , zω)
globally asymptotically converge to their equilibrium. Similarly with the kinematics
controller design, it can be concluded that the equilibrium is (xe, ye, ψe, (τ−τd), zvt , zω) =

06 by using Barbalat’s lemma. Therefore, we can state the following proposition for dy-
namic path tracking control of underactuated AUV.

Proposition 5.2.2 (Path tracking 2 : underactuated AUV)

Under assumption 4.3.1 for a predefined C1 path given in (4.14) with desired speed τ̇d(t)
for the time derivative of the path parameter τd(t), given the dynamics control inputs in
(5.61), and the virtual control laws in (5.57). The control objective (5.47) of path tracking
is achieved and the equilibrium point [xe, ye, ψe, (τ − τd)]

T = 04 is globally asymptotically
stable.

• Remarks :

1. Computation of side-slip angle

As the computation of side-slip angle is required in path following control in sec-
tion 5.1.3, the same problem arises for path tracking control, due to β̈ appearing
in the control computation of torque input τr in (5.61) as α̇ω = f(β̈) shown in
(5.57). The same strategy is used to solve this problem, by resorting to the origi-
nal dynamic model of the underactuated AUV.

Firstly, recalling ω̇ in (5.56) and differentiating αω in (5.57), we can redefine ω̇ as

ω̇ = B1 − β̈

where the intermediate variable

B1 = γ( ˙̄uryeτ̇d
sinψe
ψe

+ ūrẏeτ̇d
sinψe
ψe

+ ūryeτ̈d
sinψe
ψe

+ ūryeτ̇d
cosψeψeψ̇e − sinψeψ̇e

ψ2
e

)

+ ˙̄ωrτ̇d + ω̄rτ̈d + kψψ̇e + (
1

γ
ψe − kωzω)/mr
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Secondly, define the intermediate variable A1 as

A1 = ω̄rτ̇d + γyev̄trτ̇d
sinψe
ψe

+ kψψe

Using the same expression (5.23) to represent β, such that αω in (5.57) can be
rewritten as

αω = [A1 +
1

v2
t

(vu̇+
uvdv
mv

)]/(1− mu

mv

cos2 β)

Finally, as β̈ given in (5.19), there is

ω̇ = C1/(1−
mu

mv

cos2 β)

where

C1 = B1 +
üv

v2
t

+ 2
v̇t
vt
β̇ +

u

v2
t

(
muu̇r +muuṙ + ḋvv

mv

)

Hence, the acceleration of side-slip angle β̈ can be computed through these inter-
mediate variables.

Note that the term (1− mu

mv
cos2 β) appears in the denominator, the stern-dominant

property of the underactuated AUV is still required, in order to let the computation
of β̈ be well posed.

2. Smooth transition from underactuated to fully actuated AUV

The methodology to design the control law of path tracking for fully actuated
AUV, is the same as that adopted for fully actuated AUV path following in section
5.1.4. The essential idea is that the side-slip angle is directly controllable in the
case of fully actuated vehicle, such that the tedious algebraic computation of β̈
can be avoided. Similarly with (5.41), the control laws of path tracking for fully
actuated AUV can be derived, by modifying the control laws for underactuated
AUV in (5.61)

τvt = −fvt + α̇vt + ((1− λ)xe − kvtzvt)/mu

τβ = −fβ + β̇d − k5(β − βd)

τr = mrṙ −muvuv + drr = mrα̇ω + ( 1
γ
ψe − kωzω)−muvuv + drr

(5.62)

where fvt, fβ are given in (5.30).

Notice that v̇t, ω̇ in (5.56) are used to get above control laws for τvt, τr, while τβ
is directly derived from the Lyapunov function Vβ = 1

2
(β − βd)

2 due to the direct
controllability of β in fully-actuated vehicles.

Then, the control inputs τu and τv can be derived by using the mapping between
τu, τv and τβ, τvt in (5.32).
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Table 5.1 – SIRENE AUV : parameters of simplified model
m = 4000 Kg Iz = 2600 Kg m2

Xu = −360 kg/s Yv = −420 kg/s Nr = −110 Kg m/s
Xu̇ = −290 Kg Yv̇ = −310 Kg Nṙ = −95 Kg m2

Xu|u| = −805 kg/m Yv|v| = −1930 kg/m Nr|r| = −555 Kg m

Finally, after getting the control laws τu, τv, τr, similarly with the smooth path fol-
lowing transition from underactuated vehicle to fully-actuated vehicle in section 5.1.4,
we can get the smooth path tracking transition, by means of bridging the control force
in fully and under-actuated case with transition faction f ′(vt) :

f ′(vt) =
π
2

+ arcsin[k′vt(vt − vt1+vt2

2
)/(vt2−vt1

2
)]

π
(5.63)

where k′vt > 0 is a slack variable and vt1, vt2 are defined in (5.37), so that 0 ≤ f ′(vt) ≤ 1.
Then, the smooth transition of path tracking control from underactuated vehicle to

fully actuated vehicle can be chosen as :

τv = f ′(vt)τv1 + (1− f(′vt))τv2 (5.64)

where τv1 = 0 is the control force in underactuated operating mode, and τv2 is derived
by the mapping from τβ, τvt in (5.62) to τu, τv in (5.32).

5.3 Motion control examples

This section includes the simulation results, in order to illustrate the performance of
the proposed path following and path tracking control laws for underactuated autono-
mous underwater vehicles.

Case 1 : path following of underactuated AUV
In this simulation, the simplified model of underactuated SIRENE AUV

[Aguiar, 2001], is used and parameters are shown in Table 5.1.
The AUV is required to follow a ’S’-shape path given in Cartesian coordinates, which

is parameterized as

xs(η) =
5∑
i=1

aiη
i−1, ys(η) =

5∑
i=1

biη
i−1 (5.65)

where the path coefficients are given in Table.5.2.
Actually, the path in the path following problem is parameterized by along path

distance s. The evolution of s is constrained by the virtual control law of ṡ in (5.16),
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Table 5.2 – The path parameters of AUV path following

coefficients/index 1 2 3 4 5

ai 0 0.87 −0.02 −10−6 1.5× 10−6

bi 0 0.5 −10−3 −10−5 10−7

Table 5.3 – Control parameters of AUV path following
k0 = 0.1 k1 = 0.5 k2 = 0.1 k3 = 0.1 k4 = 0.1

such that s(t) can be computed. Hence, s is known in the simulation while a precise
estimation of the function η(s) is unknown. However, it can be achieved by integration
of

dη

ds
=

1√
xηs(η)2 + yηs (η)2

where xηs(η) = ∂xs(η)
∂η

and yηs (η) = ∂ys(η)
∂η

.

The heading of the virtual target in inertial frame is ψF (s) = arctan yη
s (η)
xη

s (η)
, and the

path curvature at the target position is cc(s) = ∂ψF (s)
∂η

dη
ds

.
The objective is to regulate the distance to the path and the heading of the total

speed of the underactuated AUV to zero relative to the given path. Initial conditions of
the AUV are as follows :

u(0) = 0.1ms−1, v(0) = 0ms−1, r(0) = 0rads−1, x(0) = 60m, y(0) = −20m,ψ(0) =

π/2rad/s. The desired surge speed is ud = 1.5m/s and u̇d = 0, üd = 0. The initial value
of along path distance is s(0) = 0m.

As SIRENE vehicle is 4.0m long, the parameter L in the LOS looking ahead distance
(5.5) is chosen as 4.0m. The control parameters are given in Table 5.3.

The actual and reference paths are shown in Figure 5.5, and the path following
errors of AUV, xe, ye, ψe, are asymptotically converging to zero in Figure 5.6. The velocity
profiles of AUV are illustrated in Figure 5.7, and the underactuated control efforts are
shown in Figure 5.8.

Notice in Figure 5.9 how the virtual target moving along the path collaboratively
adjust its speed (slow down-wait-speed up) to help the AUV to follow the path, and
keep the same speed with the AUV at the desired value ud = 1.5m/s in the end.

In Figure 5.10, it clearly shows that the side-slip angle can not be ignored as its maxi-
mum value is around 0.5rad, and its acceleration also varies during the path following
stage. It proves the computation effort on the side-slip angle is valuable.

Case 2 : path tracking of underactuated AUV
In this simulation, the underactuated SIRENE AUV is required to track a reference
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Figure 5.5 – Spatial convergence of AUV path following

Figure 5.6 – Relative posture errors between AUV and target

sinusoid path, given by :

x(γ) = 0, y(γ) = −6 + 6cos(0.04πγ), γ̇(t) = 1.0m/s

The objective is to regulate the distance to the path and the heading of the total
speed of the vehicle to zero relative to the given path, while keeping the time conver-
gence.
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Figure 5.7 – Velocities profiles of AUV

Figure 5.8 – Control inputs of AUV

Path tracking control law with weighting factor is adopted, while different weighting
factors are chosen to compare the different path tracking behaviors. For each weighting
factor, all initial conditions of the AUV are the same as follows :
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Figure 5.9 – Velocities of virtual target and AUV

Figure 5.10 – Computation of underactuated AUV side-slip angle

u(0) = 1.0ms−1, v(0) = 0ms−1, r(0) = 0rads−1, x(0) = −10m, y(0) = 10m,ψ(0) =

π/2

For each weighting factor λ, control parameters are chosen as the same, as displayed
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Table 5.4 – Control parameters of AUV path tracking
kx = 1.0 kψ = 1.0 γ = 1.0 kτ = 0.5 kv = 0.3

in Table 5.4.

Figure 5.11 – Spatial convergence of PT : λ = 0.1

As path tracking merges the path following and trajectory tracking behaviors, λ is
the key parameter to determine how much weights of the path following and trajectory
tracking play in the whole path tracking design respectively. From the Lyapunov control
function (5.48), it clearly shows that large λ means more trajectory tracking weighting
added in the path tracking control.

In the Figures 5.11, 5.12 and 5.13, the spatial tracking performance is shown by
comparing the spatial convergence and tracking errors between the vehicle and the
path. From Figure 5.11 to 5.13, show that the performance of spatial convergence is
decreased, and the speed of tracking error tending to zero slows down. This happens
because increasing λ means decreasing the weighting of path following behavior, such
that the spatial tracking convergence performance is degenerated.

In the Figures 5.14, 5.15 and 5.16, the temporal performance is shown by comparing
the relative posture between the AUV and the TT target on the path. From Figure 5.14 to
5.16, the speed of temporal convergence is increased. This happens because increasing λ
means increasing the weighting of trajectory tracking behavior, which has the advantage
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Figure 5.12 – Spatial convergence of PT : λ = 0.5

Figure 5.13 – Spatial convergence of PT : λ = 0.99

of keeping the temporal performance in motion control.

Hence, through this simulation, the path tracking behavior is well understood as a
motion control strategy which blends the path following and trajectory tracking together
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Figure 5.14 – Temporal convergence of PT : λ = 0.1

Figure 5.15 – Temporal convergence of PT : λ = 0.5

through the tunable weighting factor λ.
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Figure 5.16 – Temporal convergence of PT : λ = 0.99

5.4 Summary

In this chapter, the problems of nonlinear motion control of path following and path
tracking in case of underactuated AUVs, are addressed based on Lyapunov theory and
backstepping technique.

• Traditional LOS guidance for following straight line is adapted for following cur-
ved path in the path following design, by building LOS in Frenet-Serret frame with
helmsman-like behavior embedded.

• New control design without approaching angle or LOS guidance is proposed for
path tracking design, and tunable weighting factor is introduced to blend the tra-
jectory tracking and path following behaviors in path tracking strategy.

• The solution to computation of the acceleration of side-slip angle is given for
both path following and trajectory tracking control where stern-dominant AUV is
required for well-posed computation. Moreover, smooth control transitions from
underactuated to fully actuated AUVs are also proposed for both control cases.

Finally, the simulation results illustrate the performance of the derived controllers.



CHAPTER 6

COORDINATED MOTION CONTROL OF

MULTIPLE AUTONOMOUS VEHICLES

In this chapter, coordinated motion control design is proposed to address the pro-
blem of steering a group of autonomous underactuated and nonholonomic vehicles
along given paths, while building and then keeping a desired inter-vehicle formation
pattern. Two main coordinated control strategies are proposed, i.e., coordinated paths
following and coordinated paths tracking, where the control of virtual targets moving
along the paths is the fundmental issue. Moreover, each type of coordinated motion
control is firstly solved under centralized framework based on leader-follower and vir-
tual structure approaches respectively, and then solved under decentralized framework
by using algebraic graph theory.

6.1 Coordinated paths following of multiple autono-

mous vehicles

In this section, centralized coordination based on leader-follower approach is firstly
addressed for multiple vehicles following predefined paths, and then this idea is exten-
ded by considering each vehicle as a leader of other neighboring vehicles, or leaderless
in the team, to build the decentralized coordination.

6.1.1 Problem formulation

In this section, the classification of multiple paths for coordinated path following
control is firstly introduced. Then the mathematical formulation is build for parallel
paths.

141
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Figure 6.1 – Multiple paths for coordinated control illustrated in horizontal plane

6.1.1.1 Multiple paths classification

Generally, the definitions of three types of multiple paths, i.e., shifted paths, parallel
paths and arbitrary paths in Figure 6.1, can be given as follows :

• Shifted paths
Shifted paths means some identical paths, others being spatially shifted versions
of one baseline path [Lapierre et al., 2003]. In an envisioned coordinated manner,
shifted paths are requested in such a typical scenario : one autonomous surface
craft (ASC) is required to follow a desired path, and an AUV operating at a fixed
depth is required to follow a vertically shifted version of the same path while tra-
cking the ASC motion along the path, in order to achieve fast underwater commu-
nication channel between them, exploiting the fact that high rate communication
is achieved when the emitter and the receiver are aligned along the same vertical
line.

• Parallel paths
Parallel paths means some similar paths with the same shape, i.e., the same curva-
tures at the corresponding points on the paths. Normally, parallel paths are defined
in the same horizontal plane. In an envisioned coordinated manner, parallel paths
are planned for multiple vehicles in a formation, while vehicles follow them in
order to get fast acoustic coverage without missing blocks, which is achieved by
overlapping the acoustic coverage along parallel paths in a defined sea area.

• Arbitrary paths
Arbitrary paths, mean no shifted or parallel relationships between planned paths.
These kinds of paths can be predefined for irregular tasks. For instance, several
AUVs act as mobile sensor suites to acquire scientific data, while one autonomous
surface vehicle plays the role of a fast communication relay to collect all data from
AUVs in a coordinated team. Hence, the path of the surface vehicle has to cross
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the paths of AUVs in order to get a vertical communication channel. Obviously,
paths of ASC and AUVs are not in a shifted or parallel pattern in this case.

The problem of coordinated control based on shifted paths has been solved in
[Lapierre et al., 2003]. Hence, the coordinated paths following control based on paral-
lel paths is of the main interest in this thesis, while the strategy to solve the coordinated
problem of arbitrary paths will be described in the coordinated path tracking part.

6.1.1.2 Parallel paths formulation

Predefined parallel paths are in general not straight lines, but feasible curves. A in-
line formation with n vehicles is created by a set of shifted vectors dyi, relative to the
baseline path of the virtual leader, as depicted in Figure 6.2. The individual path for
vehicle i is

si(µ) = s(µ) +RI
Bdyi (6.1)

where µ is the path parameters, and RI
B is the rotation matrix from a moving body

frame B to the inertial frame I.

Figure 6.2 – Illustration of parallel paths setup

For underwater vehicle moving on the 2D plane, the desired path which a virtual
leader is following, is then given by s(µ) = [x(µ), y(µ), θ(µ)]T . The tangent vector along
the path in the (x, y) directions is chosen as the x axis of the moving body frame B. The
angle of the tangent vector in the inertial frame I gives the heading θ(µ) = arctan( y(µ)′

x(µ)′
).

Therefore, the rotation matrix for the parallel paths is given by

RI
B =

 cosθ(µ) −sinθ(µ) 0

sinθ(µ) cosθ(µ) 0

0 0 1


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Note that the paths generated by the baseline should be feasible, which can be gua-
ranteed by the path planning stage.

6.1.2 Centralized control of coordinated paths following

In order to get centralized controller, the classic leader-follower strategy is adopted.
That means one vehicle in the multi-vehicle team is chosen as the leader, to coordinate
other follower vehicles achieving the desired geometric formation pattern.

6.1.2.1 Strategy of coordinated parallel paths following

In order to simplify the control design, one vehicle is elected as a leader, with the
formation shifted vector d1 = [0, 0, 0]T . This means that the virtual leader coincides with
the vehicle 1 in Figure 6.2, and the other vehicles i will be followers with shifted vector
di = [0, dyi, 0]T , i = 2, 3, ..., n.

In the case of in-line formation for parallel paths as depicted in Figure 6.2, there is
always a relationship between the along-path position of the virtual target of the leader
vehicle s1, and the desired along-path position of the virtual target of the follower sd2.
That is

ṡd2(µ) =
cc1
cc2
ṡ1(µ) (6.2)

Since cci ∈ < and cci = 1/Ri, where Ri is the radii of the tangent circle (i.e. the circle
of curvature which is tangent to the curve) at one point of the path. According to the
path formulation, there is R2 = R1 + dy2, such that

cc1
cc2

=
R2

R1

= 1 + dy2cc1(µ) (6.3)

Substituting (6.3) into (6.2), there is

ṡd2(µ) = (1 + dy2cc1(µ))ṡ1(µ)

Hence,

sd2(t) = s1(t) + dy2

∫ t

0

cc1(t, µ)ṡ1(t, µ)dt (6.4)

6.1.2.2 Leader-follower Control

The design of control input τu in dynamics level for AUVs, is repeated here. Consider
Lyapunov function candidate, Vu = 1

2
(u − ud)

2. It is trivial to choose the control law
u̇ = u̇d − k4(u− ud) where k4 > 0.
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Consequently, the control force is

τu = muu̇−mvvr + duu = mu(u̇d − k4(u− ud))−mvvr + duu (6.5)

By means of (6.5), surge force only drives the vehicle speed u converge to desired
speed ud (assuming ud(t) ≥ umin > 0), with performance of globally uniformly expo-
nentially stable.

It indicates that controlling u is totally decoupled with other control behaviors, i.e.,
steering the vehicle onto the path with xe, ye, ψe equal to zero through the yaw torque,
is decoupled from driving ut to utd. This important theoretic root endows the path fol-
lowing controller with another dedicated ability of speed adaptation among vehicles,
without degrading the steering performance of vehicle’s convergence to the path.

Therefore, considering n vehicles tracking n paths, the feasible strategy for coordi-
nated paths following based on centralized strategy is to perform two tasks, as :

(1) Geometric task : each vehicle (either the leader or the follower) recruit its own
path following control law to track the dedicated path,

(2) Coordination task : adjusting the desired speed udF i(i = 1, 2, · · · , n) of the fol-
lower vehicles according to the speed of the leader udL, make the coordinated parame-
ter, i.e., the desired curvilinear abscissa (along path distance) sdi (i = 1, 2, · · · , n), to
converge to some desired values.

Note that the total speed vt is required to be aligned with the tangent direction of the
path in the path following control. Hence, in the case of homogenous AUVs, driving ui to
udi for each vehicle is enough to enable the AUVs to follow the n paths in a coordinated
pattern, as the udi leads to the appropriate vtdi. While, in the case of heterogenous AUV,
the total speed vti is required to approach to vtdi, as the same udi does not bring the same
vtdi due to the different dynamics of heterogenous AUVs [Lapierre and Soetanto, 2003].
Therefore, a specific transformation from ui to vti is necessary in that case.

• Leader Control
In the case of the leader, a path following controller is easily obtained by directly

recruiting control laws of individual AUV proposed in (5.7). That is,
ṡL = k1xeL + vtLcosψeL

ψ̇eL = δ̇1 − yeLvt
sinψeL−sin δL

ψeL−δL
− k2(ψeL − δL)

u̇L = u̇dL − k4(uL − udL)

(6.6)

where (·)L represents the states of the leader, udL is the desired speed profile of the
leader, and u̇dL is the desired acceleration of the leader.

The first two equations in (6.6) contribute to minimize the along-tracking and cross-
track errors, and the third one contributes to speed control.
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• Followers Control

The follower recruits similar path following control laws to those recruited by the
leader. 

ṡF1 = k1xeF1 + vtF1cosψeF1

˙ψeF1 = δ̇eF1 − yeF1vtF1
sinψeF1−sin δeF1

ψeF1−δeF1
− k2(ψeF1 − δeF1)

u̇F1 = u̇dF1 − k4(uF1 − udF1)

(6.7)

where (·)F1 represent the states of the first follower (AUV2) in Figure 6.2.

The only difference between the control of the leader and that of the follower is that,
the follower’s forward speed uF1 must be adapted to reduce the generalized along-path
distance between the two vehicles to zero.

A solution proposed to speed adaption is

udF1 = udL +
2

π
ku arctan(∆sLF1) (6.8)

where ∆sLF1 = sdF1(t)− sF1(t) = [sL(t) + dy2
∫ t

0
ccL(t, µ))ṡL(t, µ)dt]− sF1(t) is the gene-

ralized along-path distance between the two vehicles, derived from (6.4).

Straightforward computations show that the derivative of the follower’s speed is

u̇dF1 = u̇dL +
2

π
ku

((1 + dy2ccL)uL − ṡF1)

1 + (∆sLF1)2
(6.9)

where ccL is the path curvature, and ku > 0 is a slack variable to impose restrictions on
how much the follower’s speed is allowed to catch up with the leader.

There is one thing highlighted in the controller design, that only the generalized
along-path length of the leader sdi (= [sL(t) + dyi

∫ t
0
ccL(t, µ))ṡL(t, µ)dt]) is required for

the follower, as ccL can be estimated by means of the value of sL and predefined path
information. With the error of along-path distance (∆sLF1) between the leader and the
follower, the follower is able to reduce the relative distance, and then keep the relative
position according to the leader. Neither speed nor Cartesian position of the leader
is needed, such that the amount of information exchanged between two vehicles are
minimal.

In the case of the second follower (AUV3) in Figure 6.2, the follower recruits similar
path following and speed adaptation controls with those recruited by the first follower
(AUV2). The only difference between the controllers of the follower AUV2 and AUV3, is
that the error of along path distance ∆s13 between the leader (AUV1) and the follower
(AUV3) is different with ∆s12 in mathematical formulation. As the follower AUV3 has
the desired path on the left side of the leader’s path, the error of along path distance is
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as follows 
udF2 = udL + 2

π
ku arctan(∆sLF2)

u̇dF2 = u̇dL + 2
π
kv

((1−dy2ccL)uL−ṡF2)

1+(∆sLF2)2

∆sLF2 = [sL(t) + dy3
∫ t

0
ccL(t, µ))ṡL(t, µ)dt]− sF2(t)

(6.10)

With control laws proposed here, both the leader and the follower asymptotically
converge to the paths, and their relative along-path distance is guaranteed in terms of
geometric constraints of the formation.

Proposition 6.1.1 (Centralized control of coordinated paths following : underactuated
underwater vehicles)

Consider n underactuated AUVs with the dynamics equations in (3.17) and (5.10). Let
n parallel paths be generated through (6.1). Assume udL ≥ udLmin > 0 is the desired speed
for the leader vehicle. The feedback control laws in (6.6) for the leader, (6.7) and (6.10)
for the followers, drive all vehicles converging to the predefined paths, and the error of
generalized along-path distance ∆sLFi, i = 1, 2., ..., n defined in the geometric formation,
asymptotically converge to zero.

Proof The nonlinear coordinated controller design for path following in an in-line for-
mation, is derived in four steps.

i) Adopting the first two equations of individual path following control laws in
(6.6) for the leader and (6.7) for followers, the multi-AUV system will uniformally glo-
bally exponentially reach the largest invariant set {ΩPath|(xe,i, ye,i) = 02, ψe,i = 0, i =

L, F1, F2, · · · , Fn} .

ii) Adopting the last equation in (6.6) and (6.7), the multi-AUV system will uniformly
globally exponentially reach the largest invariant set {Ωv|(xe,i, ye,i) ∈ <2, ψe,i ∈ <, uti =

udti, i = L, F1, F2, · · · , Fn}.
iii) Under these two invariant sets, Ωpath ∩ Ωv let’s select the Lyapunov candidate

function Vs = 1
2
∆S2

LFi , and then we can get the derivative of Lyapunov function with
the speed adaptation law in (6.8), such that

V̇s = ∆SLFi(u
d
L − udF i) = −1

2
kv∆SLFi arctan ∆S1i

That means, ∆̇SLFi < 0 except the origin ∆SLFi = 0. Then, Vs is positive definite and
radially unbounded. Therefore, we can conclude by standard Lyapunov arguments, the
equilibrium point (∆SLFi = 0) is global uniform asymptotic stable. For other followers,
there are similar Lyapunov candidate functions to prove the along path distance of each
follower approaching to that of the leader. Such that the state of the system converges to
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the largest invariant subset ΩS = (∆SLF1,∆SLF2, · · · ,∆SLFn) ∈ <n|∆SLF1 = ∆SLF2 =

· · · = ∆SLFn = 0}.
iv) we use LaSalle’s invariance principle to concatenate the two previous conver-

gence properties. The first and second step of the proof showed that every solution star-
ting in {Ω|(xi, yi) ∈ <2} where (xi, yi) is the initial position of vehicle, asymptotically
converges to the invariant Ωpath

⋂
Ωv . The third step showed that the largest invariant

set of Ωpath

⋂
Ωv, is the invariant manifold ΩS. Therefore, every bounded solution star-

ting in <2 converges to invariant manifold ΩS which indeed is ∆SLF1 = ∆SLF2 = · · · =
∆SLFn = 0. Hence, all AUVs will be coordinated to follow the assigned paths in an
in-line formation.

Remark :

In the case of other formation patterns other than in-line formation, such as building
a triangle formation, geometric specification has to be taken into account. Assuming
vehicle1 is the leader, there is ∆1i = [s1i±dyi

∫ t
0
cc1(t, µ))ṡ1(t, µ)dt]−s1i− li, i = 2, · · · , n,

where li is the desired along track offset of the triangle formation.

6.1.3 Decentralized control of coordinated paths following

In the case of decentralized coordination, it means there is no leader in the
multi-vehicle team and each vehicle plays an equal roles in the team, or rather than
each vehicle is the "leader" of its neighboring vehicles inside communication range
[Xiang et al., 2009b]. Therefore, considering n vehicles tracking n paths, the feasible
strategy for coordinated paths following based on decentralized strategy is that

(1) Geometric task :

each vehicle recruits its own path following control law to track the path, such that
(xei, yei, ψei)

T = (0, 0, 0)T .

(2) Coordination task :

adjusting the desired speed udi , (i = 1, 2, · · · , n) of each vehicle depending on the
status of neighboring vehicles, make the coordination parameters, i.e., the desired cur-
vilinear abscissa (along path distance) sdi (i = 1, 2, · · · , n), to converge to some desired
values, such that sdi = sdj , i 6= j, i, j ∈ {1, 2, ..., N}.

With the above notation, the problem of coordinated path following for multiple
underactuated vehicles can be formulated as below :

Coordinated path following of multiple Underactuated AUVs.

Consider n homogenous underactuated AUVs with kinematic and dynamic models given
by (3.17) and (5.10) respectively. Given n spatial parallel paths to be followed by AUVs,
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and a desired profile ud for the final speed along the paths, derive feedback control laws, so
that xei, yei, ψei, ui − udi , and sdi − sdj tend to zero asymptotically.

Furthermore, information flow among vehicles in the communication network must
be carefully treated, which plays a key role in decentralized control of multiple vehicles.
In [Fax and Murray, 2004], [Olfati-Saber and Murray, 2004], algebraic graph theory is
introduced to represent communication network, where each vehicle is one node and
each communication link is one edge in the graph. Subsequently, algebraic graph theory
supports a rigorous methodology to explicitly interpret the relationship between infor-
mation flow and stability of the coordinated behavior of multiple vehicles. Hopefully,
the elegant technique sheds some light on the problem of coordinated control for multi-
vehicle system.

6.1.3.1 Algebraic graph theory

In this section, we will review the basic concept of graph and matrices associated
with graph, which are the preliminaries of algebraic graph theory and Laplacian matrix.
See for example [Godsil and Royle, 2001] and the references therein.

A communication topology is defined by a graph G(V,E) with N vertices in a set
of vertices V , and a set of edges E with edges eij = (vi, vj) ∈ E and vi, vj ∈ V . We
say that vertex vi and vj are connected if (vi, vj) ∈ E, and two vertices on the same
edge or two edges with a common vertex are adjacent. If two edges have a common
vertex, then they are incident with this vertex. The adjacent matrix A of graph G, is
a positive square matrix of size |V |, whose ijth element aij = 1 if (vi, vj) ∈ E, and is
zero otherwise. The degree matrix D = D(A) of an undirected graph G, is the diagonal
matrix with the number of its neighbors of each vertex along the diagonal denoted by
deg(vi) =

∑n
j=1 aij, where the set of neighbors of node i is denoted byNi = {j : (vi, vj) ∈

E}.
The scalar graph Laplacian matrix L = [lij] of an undirected graph is an n×n matrix

associated with graph G, defined as

L = D(A)− A (6.11)

Laplacian matrix L always has a right eigenvector of ~1n = (1, . . . , 1)T associated with
eigenvalue λ1 = 0.

A path in the graph is a sequence of edges from vi to vj, such that two consecutive
vertices are adjacent. A graph is said connected if there is a path between any distinct
pair of vertices.
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Lemma 1 From [Godsil and Royle, 2001], the laplacian potential L of a (connected) un-
directed graph is positive semi-define and satisfies the following sum-of-squares (SOS) iden-
tity,

STLS =
∑
i,j∈E

(si − sj)
2 ≥ 0 (6.12)

where S = [s1, s2, ..., sn]
T is the state vector of vertices, and si can be position, velocity,

acceleration, etc.

Lemma 2 From [Godsil and Royle, 2001], the Laplacian matrix of a connected graph,
only has one single zero eigenvalue and the corresponding eigenvector is the vector of ones,
~1.

The following lemma summarizes the basic properties of graph Laplacians :

Lemma 3 Let G(V,E) be an undirected graph of order n with a non-negative adjacency
matrix A = AT .

i) The graph G has m ≤ 1 connected components iff rank(L) = n−m. Particularly, G
is connected iff rank(L) = n− 1 ;

ii) Let G be a connected graph, then λ2(L) = minz⊥~1n

zTLz
‖z‖2 > 0.

Proof : All three results are well-known in the field of algebraic graph theory and their
proofs can be found in Godsil and Royle [Godsil and Royle, 2001].

Note that the quantity λ2(L) is known as algebraic connectivity of a graph. In
[Olfati-Saber, 2006], it was shown that the speed of convergence of a linear consen-
sus protocol is equal to λ2(L) > 0.

All of above statements are very important characteristic of Laplacian matrix, and
they are instrumental in designing decentralized controller for coordination of multiple
autonomous vehicles. As a defined communication topology in a multi-vehicle system
can be consider as a graph, and each vehicle is a vertex and each bi-directional com-
munication channel is an edge in the corresponding graph. In Figure 6.3(a), the com-
munication topology of a multi-vehicle system constructed by four underwater vehicles,
is represented by a graph, and the corresponding Laplacian matrix is shown in Figure
6.3(b), according to the definition of the Laplacian matrix.

In this thesis, the communication topology of a multiple vehicles system is assumed
that :

(1) the communication link between any pair of vehicle is reciprocal (i.e. bidirectio-
nal link) such that L is symmetric.

(2) the communication graph is connected, i.e., there is no vehicle is isolated from
other vehicles in the team.
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(a) Graph of a multi-vehicle communication topology (b) Laplacian matrix of the corresponding graph

Figure 6.3 – Graph representation of a multiple underwater vehicle systems

6.1.3.2 Controller design

The coordinated controller design for synchronized path following of homogenous
underactuated AUVs, is derived in three steps as following.

Step1 : Given individual path following control law (5.16) for each vehicle, the
multi-vehicle system uniformly globally exponentially reach the largest invariant set
{ΩPath|(xei, yei)T = 02, ψei = 0, i = 1, 2, · · · , n}

Step2 : Given individual path following control law (6.5) for each vehicle, the
multi-vehicle system uniformly globally exponentially reach the largest invariant set
{Ωu|(xei, yei)T ∈ <2, ψei ∈ <, ui = udi

, i = 1, · · · , n}
Step3 : Let’s study the trajectories of the vehicles onto the largest invariant set ΩPath

and Ωu. Under these two invariant sets, that is {ΩPath∩Ωu}, all vehicles are on their own
paths and will move along these paths with desired speeds. That means, each vehicle
coincides with the corresponding virtual target moving on the individual path. So, we
can claim that Ṡ = Ud as long as the control laws exist, where the desired speed profile
is Ud = [ud1, ud2, . . . , udn]

T , and S = [s1, s2, . . . , sn]
T .

Let consider Lyapunov candidate function

VS =
1

2
STLS (6.13)

As illustrated in Lemma 1, VS has a quadric form such that VS ≥ 0. With the condi-
tion that, there are reciprocal communication links among each pair of nodes, which
contributes to symmetric Laplacian matrix L = LT . The time-derivative of VS is

V̇S =
1

2
ṠTLS +

1

2
STLṠ = STLṠ

Let the desired speed profile be

Ud =
umax + umin

2
~1− (

umax − umin
2π

) · arctan(LS)
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Where : umin = [u1min, u2min, . . . , unmin]
T , and umax = [u1max, u2max, . . . , unmax]

T . uimin
and uimax are the minimum and maxim speed of vehicle i (i = 1, 2, . . . , n), respectively.

In order to simplify the matrix manipulation, special notations are made as follo-
wing :

(1)arctan(LS) = [arctan(L1S), . . . , arctan(LnS)]T , and LiS represents the ith row
of Laplacian matrix L.

(2) (umax−umin

2π
) ·arctan(LS), represents Hadamard product of matrix (umax−umin

2π
) and

matrix arctan(LS). For two matrices with the same dimensions, Hadamard product,
is also known as the entrywise product and the Schur product, with the definition of
(A ·B)i,j = Ai,j ·Bi,j.

For homogenous AUVs, assuming that

(uimax + uimin)/2 = (ujmax + ujmin)/2 = ud0 (6.14)

where i 6= j, i, j ∈ {1, 2, · · · , n}, there is

Ud = ud0~1− (
umax − umin

2π
) · arctan(LS) (6.15)

Proposition 6.1.2 (Decentralized path following) Consider the communication topology
of multi-vehicle system represented by a connected graph with reciprocal links, let indivi-
dual path following controller be given by (5.16) and (6.5). Let decentralized speed adapta-
tion be given by (6.15) under the condition of (6.14). Then the homogenous underactuated
multi-vehicle system globally asymptotically spatially synchronized to an invariant mani-
fold {ΩS|LS = 0}, that is s1 = s2 = . . . = sn. Meanwhile, the speeds of all vehicles globally
asymptotically convergence to a constant value (uimax + uimin)/2.

Proof As the trajectories of the system onto the invariant set ΩPath and Ωv, Ṡ equals to
Ud, then there is

V̇S =UdS
TL~1− (LS)T ((

umax − umin
2π

) · arctan(LS))

= −(LS)T ((
umax − umin

2π
) · arctan(LS))

There are three steps to simplify the derivative of Lyapunov function :
(1) Due to the fact that the sum of row vector of L equals to zero, L~1 = 0, such that
UdS

TL~1 = 0.
(2) (LS)T ((umax−umin

2π
) · arctan(LS)) = 1

2π

∑n
i=1 (uimax − uimin)(LiS)arctan(LiS). As the

function f(x) = (x)arctan(x) ≥ 0, (LiS)arctan(LiS) ≥ 0. In addition, (uimax − uimin) >

0, such that (uimax − uimin)(LiS)arctan(LiS) ≥ 0.
(3) As there is UdSTL~1 = 0 in above step (1), and (uimax−uimin)(LiS)arctan(LiS) ≥ 0 in
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step (2), V̇S ≤ 0. That is, VS is a nonnegative and monotonically non-increasing function
up to a well-defined limit limt→∞VS = l1, which means VS = STLS is bounded.

Moreover, it is straightforward to show that V̈S is bounded so that V̇S is uniformly
continuous. Then, using Barbalat’s lemma, V̇S tends to 0 as t tends to ∞. That is V̇S =
1
2π

∑n
i=1 (uimax − uimin)(LiS)arctan(LiS) tends to 0, which means (LiS)arctan(LiS) =

0, and LiS = 0 at last.

Now, we can conclude that the state of the system converges to the largest invariant
subset, i.e. invariant manifold M = {S ∈ <n|LS = 0}, with decentralized control law
(6.15) under speed condition in (6.14).

Interestingly, the invariant manifold M implies that, S are eigenvectors of L cor-
responding to the zero eigenvalue. In another word, S belong to span {~1} when the
corresponding graph is connected. That is, M = {S ∈ <n|s1 = s2 = . . . = sn}.

Finally, we use LaSalle’s invariance principle to concatenate the two previous conver-
gence properties. Let Ω = <2. The first and second step of the proof showed that every
solution starting in Ω asymptotically converges to the invariant {Ωpath ∩ Ωu}. The third
step showed that the largest invariant set of {Ωpath ∩ Ωu}, is the invariant manifold
M . Therefore, every bounded solution starting in Ω converges to invariant manifold M
which indeed is s1 = s2 = . . . = sn, as t tends to ∞.

Consequently, ud = Ud0~1−(umax−umin

2π
) ·arctan(LS) = Ud0~1 = (uimax+uimin)/2, which

means each vehicle will always have the same velocity, to keep the same state value of
si upon synchronizing the state S, so the vehicles will be synchronized to follow the
predefined paths.

Remark :

Note that the application of LaSalle’s invariance principle is restricted to autono-
mous system. Although the speeds of the vehicles in the team are varying due to the
speed adaptation according to the neighbors’ speeds and the paths information, the va-
rying speeds depend on the system internal states, as ui = fi(ui, uj, si, sj, cci) and ud

is constant. Hence, it still can be considered as an autonomous system and LaSalle’s
invariance stands in this case. If ud is arbitrary time-varying, the whole system is no-
nautonomous. We need to resort to Barbalat’s Lemma, which is used to address the
time-varying formation problem in the following case of coordinated paths tracking.
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6.2 Coordinated paths tracking of multiple autonomous

vehicles

In this section, individual path tracking control is extended to coordinated path tra-
cking of multiple vehicles. Both the centralized and decentralized control strategy are
adopted. In case of centralized control, the formation reference point(FRP) with forma-
tion feedback constructing the virtual formation structure, is proposed to coordinate the
multi-vehicle team while achieving robustness of single vehicle perturbation. In case of
decentralized control, shared information from neighboring vehicles is used to design
the decentralized controller of coordinated paths tracking based on the algebraic graph
theory and virtual structure framework. For sake of simplicity, nonholonomic unicycle-
type vehicles are considered for coordinated paths tracking, however the same control
problem for underactuated AUVs can be casted into the same strategy.

6.2.1 Problem formulation

In [Ren et al., 2004], the virtual structure method is used to design coordina-
ted formation control and applied to spacecrafts. The coordination vector ξ =

[rF , vF , qF , ωF , λF , λ̇F ] representing the desired states of the virtual structure including
six elements, is the necessary amount of information broadcasted by each spacecraft to
coordinate its motion with the group. However, this approach leads to a heavy com-
munication load for underwater vehicles if one uses this strategy for multi-AUV system.
It is worthy to pursue other possible strategies with a single exchanging variable for
coordinated control. Indeed, in our approach to coordinated paths tracking, the path
parameter τ in the paths tracking setup is one suitable candidate to achieve this perfor-
mance.

For a general setup of coordinated formation control of nonholonomic unicycle-type
vehicles under a virtual structure framework, one is given a team of n ≥ 2 vehicles, and
each vehicle is required to track a set of individual reference paths Γi(τi), i ∈ {1, . . . , n},
which are continuously parameterized by scalar variable τi ∈ < and related to the center
of the virtual structure. Furthermore, vehicles are required to move along the paths to
maintain a desired formation pattern with specific geometric constraints, such as "in-
line", "triangle" or "polygonal" formation pattern, etc.

For the coordinated formation problem, the i-th path Γi(τi) = [xri(τi), yri(τi), ψri(τi)]
T

can be designated as a general offset (not limited by parallel translation) of a "baseline"
path Γi(τ0) = [xr0(τ0), yr0(τ0), ψr0(τ0)]

T in horizontal plane, illustrated in Figure 6.4.
When the virtual target moves along the baseline Γi(τ0) with time evolving law τ̇0(t),
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Figure 6.4 – Paths setup for coordinated formation tracking

there is a corresponding virtual target moving along the designated path Γi(τi) with
timing law τ̇i(t). Obviously, if the path parameters τi(t) are synchronized, the vehicle
member i will be in the desired in-line formation. In other words, the virtual target in
the baseline acts as the center of the virtual structure, or rather than a formation refe-
rence point (FRP) [Skjetne et al., 2002]. As long as the FRP moves along the baseline,
the i-th vehicle will then follow the individual desired path generated by the arbitrary
translation operation as follows :

Γi(τi) = Γr0(τi) +R(ψr0(τi))li(xr0(τi), yr0(τi)) (6.16)

The rotation matrix R(ψr0(τi)) from a frame {F} associates the virtual target on the
baseline to the inertial frame {I}, which is given by :

R(ψr0(τi)) =

 cos(ψr0(τi)) − sin(ψr0(τi)) 0

sin(ψr0(τi)) cos(ψr0(τi)) 0

0 0 1


where 

ψr0(τi) = atan2(yτir0(τi)/x
τi
r0(τi))

xτir0(τi) = ∂xr0(τi)
∂τi

yτir0(τi) = ∂yr0(τi)
∂τi

The offset vector li is constructed as

li(xri(τi), yri(τi)) =

 fxi(xri(τi), yri(τi))

fyi(xri(τi), yri(τi))

0


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where f(·) is the offset function related to the different geometric formation constraints,
and f(·) is possible varying to allow for varied formation patterns.

Similarly with (4.16) and (4.17), the desired linear and angular velocity of the vir-
tual target i on the path Γi(τi), are[

uri(τi)

ωri(τi)

]
=

[
ūri(τi)τ̇i

w̄ri(τi)τ̇i

]
(6.17)

with  ūri(τi) =
√
xτiri(τi)

2 + yτiri(τi)
2

w̄ri(τi) =
x

τi
ri(τi)y

τ2
i

ri (τi)−x
τ2
i

ri (τi)y
τi
ri (τi)

x
τi
ri(τi)

2+y
τi
ri (τi)

2

(6.18)

where xτ
2
i
ri (τi) = ∂2(xri(τi))/∂τ

2
i and yτ

2
i
ri (τi) = ∂2(yri(τi))/∂τ

2
i .

Notice that in the traditional virtual structure approach, the distance from each vir-
tual target to the structure center is constant such that the shape of the structure is rigid
and cannot be changed [Lewis and Tan, 1997] . However, the flexible virtual structure
proposed here can build varied formation shapes, by easily changing the offset vector
in real time depending on the situations, for instance, changing a column formation to
a row formation in order to enable a team of vehicles pass a narrow scope.

After the formulation of each reference path for each vehicle, the next step is to
design a controller such that each vehicle tracks its own desired path, and all the path
parameters of the reference paths are coordinated (that is, synchronizes the motions
of the virtual targets along the paths in temporal specification) in order to build the
formation shape.

Let the individual path tracking error state vector peiB = [xei, yei, θei]
T = 03 be built

in the i-th vehicle body frame {Bi}. As described in section 3.3.2.1, we can define the
tracking error vector as

peiB =

 xei

yei

θei

 =

 cos θi sin θi 0

− sin θi cos θi 0

0 0 1


 xri − xi

yri − yi

θri − θi

 (6.19)

where PiI = [xi, yi, θi]
T is the i-th vehicle state vector and ΓiI = [xri, yri, θri]

T is the
corresponding reference state vector attached to the i-th reference path in the inertial
frame {I}.

Resorting to the velocity vector (uri, ωri)
T of the i-th vehicle expressed by path para-

meter in (6.17), the corresponding error state dynamics in the i-th vehicle body frame
{Bi} can be rewritten as follows : ẋei

ẏei

θ̇ei

 =

 ωyei − ui + ūriτ̇i cos θei

−ωxei + ūriτ̇i sin θei

ω̄riτ̇i − ωi

 (6.20)
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where [ui, ωi]
T is the i-th vehicle state vector and [uri, ωri]

T is the i-th reference velocity
vector.

• Remark :
The proposed virtual-structure concept can be extended to the dynamic virtual struc-

ture with rotation and scaling. In this case, the paths can be defined as follows :

Γi(τi) = Γr0(τi) +R(θ)SR(ψr0(τi))li(xr0(τi), yr0(τi)) (6.21)

The rotation matrix R(θ) is

R(θ) =

[
cos θ(t) sin θ(t)

− sin θ(t) cos θ(t)

]
(6.22)

where θ(t) is the rotation angle.
The scaling matrix S is

S =

[
s1(t) 0

0 s2(t)

]
(6.23)

where s1(t) and s2(t) are scaling factors. It means that the desired virtual structure
expands as long as the scaling factor decreases, shrinks vice versa.

Assumption 6.2.1 paths for multiple vehicles
For each desired geometric reference path, assumption 1 in section 4.3.1 holds. That

means each path has the characteristics of :
• Uniqueness : Each τi maps into a unique value of (xri(τi), yri(τi))

• Regularity : 0 <
√
xτiri(τi)

2 + yτiri(τi)
2 < k

• Persistent excitation : limt→∞ τ̇i(t) 6= 0

Assumption 6.2.2 global information feedback for multiple vehicles
The following assumption is hold throughout for centralized coordination with for-

mation feedback.
• Global information share

Each vehicle in the coordination team broadcasts its error state PeiB = (xei, yei, ψei)
T

to the rest of the vehicles. And, it can receive error states from other vehicles in the
team, in order to build global formation feedback.

These information exchanges guarantee the implementation of formation informa-
tion feedback, such that the motion behavior of each vehicle will take into account
motion states of other vehicles, and the formation can be still achievable even in
the case of speed saturations or disturbances on some vehicles [Egerstedt et al., 1998,
Beard et al., 2001b, Ogren et al., 2002, Do, 2008]. The trade-off is that the additional
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information about other team members are required, while each vehicle requires only
the path parameter and measurement of its own state for centralized coordination wi-
thout formation feedback, which is prone to collapse due to saturation and disturbance.

For the problem of path tracking shown in Figure. 6.4, there are two assignments
assembled in the sense that :

(1) Geometric assignment :
ensures each individual vehicle converges to the virtual target and moves along the
path with its linear velocity tangential to the path ;

(2) Dynamic assignment :
guarantees synchronization of all the path parameters such that vehicles in the team
keep the desired relative distance to the formation reference point in the formation.

The coordinated path tracking control methodology also belongs to "Divide to
Conquer" strategy, original proposed for coordinated paths following control in
[Almeida et al., 2010]. Using this framework, path convergence (in space) and inter-
vehicle coordination (in time) can be essentially decoupled. Path convergence for each
vehicle aims at minimizing tracking error vector to zero. Inter-vehicle coordination is
achieved by adjusting the "speed" of each virtual target along its path according to infor-
mation on the positions of a set of neighboring virtual targets. Complicated kinematic
or dynamic information is not required to be exchanged among the vehicles.

Therefore, the control objective of coordinated path tracking is to design a controller
and achieve the following tasks :

limt→∞ ‖PeiB‖ = 0

limt→∞ |τi(t)− τ0(t)| = 0
(6.24)

where τi is the path parameter of reference path Γi, and τ0 determining the "pace" of
the formation team, is the path parameter of the baseline Γ0. PeiB = (xei, yei, θei)

T is the
tracking error vector of the i-th vehicle with respect to the virtual target evolving with
timing law τ̇i(t), built in the i-th vehicle body frame {Bi}, and τ̇0(t) is the desired speed
assignment for the FRP moving along the baseline path.

6.2.2 Centralized coordination of paths tracking

When addressing the centralized coordination problem, the formation reference
point (FRP) receives formation feedback information, which is used to design the
controller. Later, the controller is extended to the case where the individual physical
vehicle in the team get formation feedback, to achieve robustness to vehicle failure or
actuator saturation.
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6.2.2.1 FRP with global formation feedback

Similarly to the individual path tracking control design, we introduce the approa-
ching angle δi(yei, τ̇i) for each vehicle to shape the desired orientation during transient
path tracking behavior, such that {

δi(0, τ̇i) = 0

−yeiτ̇i sin δi ≥ 0
(6.25)

Thus, the function δi(yei, τ̇i) can be chosen as a sigmoid function

δi(yei, τ̇i) = −sign(τ̇i)θa tanh(kδyei) (6.26)

where the shaping coefficient kδ > 0, 0 < θa < π/2, and sign(·) is the sign function.

In order to introduce the tracking error feedback, define the variable τ̃ , such that its
derivative is :

˙̃τi = τ̇i − vτi(t, xei, yei, θei) (6.27)

where ˙̃τ = [ ˙̃τi]n×1 can be considered as speed disagreement error vector of formation
tracking.

The Control Lyapunov function is selected as new one in a positive definite quadratic
form

V =
1

2

n∑
i=1

[x2
ei + y2

ei +
1

γ
(θei − δi)

2] +
1

2

n∑
i=1

kτ (τi − τ0)
2 (6.28)

where τi is the actual path parameter of i-th vehicle, and τ0 is the desired path parameter
for the whole formation team where limt→∞ τ̇0 6= 0.

The time derivative of (6.28) along the solution of (6.20) is

V̇ =
n∑
i=1

[xei(yeiωi − ui + uri cos θei) + yei(−xeiωi + uri sin θei) +
1

γ
(θei − δi)(θ̇ei − δ̇i)

+kτ (τi − τ0)(τ̇i − τ̇0)]

=
n∑
i=1

[−xeiui + urixei cos θei + uriyei sin θei +
1

γ
(θei − δi)(θ̇ei − δ̇i) + kτ (τi − τ0)(τ̇i − τ̇0)]

Adding uriyei sin δi − uriyei sin δi to above equation, there is

V̇ =
n∑
i=1

[−xeiui + urixei cos θei + uriyei sin δi +
1

γ
(θei − δi)(θ̇ei − δ̇i + γuriyei

sin θei − sin δi
θei − δi

)

+kτ (τi − τ0)(τ̇i − τ̇0)]
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Substituting (6.17), (6.18) and (6.27) into the derivative of Lyapunov control func-
tion, yields

V̇ =
n∑
i=1

[xei(ūriτ̇i cos θei − ui) + yeiūriτ̇i sin δi +
1

γ
(θei − δi)(θ̇ei − δ̇i + γūriτ̇ yei

sin θei − sin δi
θei − δi

)

+kτ (τi − τ0)( ˙̃τi + vτi − τ̇0)]

=
n∑
i=1

{xei(ūrivτi cos θei − ui) + yeiūrivτi sin δi + ˙̃τi[xeiūri cos θei + yeiūri sin δi +
1

γ
(θei − δi)ω̄ri]

+
1

γ
(θei − δi)(ω̄rivτi − ωi − δ̇i + γyeiūrivτi

sin θei − sin δi
θei − δi

) + kτ (τi − τ0)( ˙̃τi + vτi − τ̇0)}

(6.29)

Proposing the control inputs as[
ui

ωi

]
=

[
k1xei + ūrivτi cos θei

ω̄rivτi − δ̇i + γyeiūrivτi
sin θei−sin δi

θei−δi + kθ(θei − δi)

]
(6.30)

and choosing[
vτi
˙̃τi

]
=

[
τ̇0

−kv tanh[xeiūri cos θei + yeūri sin δi +
1
γ
(θei − δi)ω̄ri + kτ (τi − τ0)]

]
(6.31)

utilizing the first element in (6.17) again, yields

V̇ =
n∑
i=1

[−kex2
ei − kvΦEi tanh(ΦEi) + yeiūriτ̇0 sin δi −

kθ
γ

(θei − δi)
2] (6.32)

where ΦEi := xeiūri cos θei+yeiūri sin δi+
1
γ
(θei−δi)ω̄ri+kτ (τi−τ0) for simplified notation.

By enforcing tracking error feedback on virtual target which partially considers the
motion behavior of the vehicle [Ogren et al., 2002, Do, 2008], τ̇0 can be chosen as the
function of the tracking error PeB :

τ̇0 = ω0(t)(1− kf tanh(
n∑
i=1

P T
eiBWPeiB)) (6.33)

where kf is strictly positive feedback gain, W is a positive definite weighting matrix
determining how much the tracking errors are taken into account in the tracking error
feedback, and ω0(t) is a bounded positive function denoting the desired speed of the
virtual target generating the path as uri =

√
xτri
ri (τri)2 + yτri

ri (τri)2τ̇ri.
Replacing (6.27) into the combination of (6.30) and (6.31), we get the control laws

for path tracking ui

ωi

τ̇i

 =

 k1xei + ūriτ̇0 cos θei

ω̄riτ̇0 − δ̇i + γyeiūriτ̇0
sin θei−sin δi

θei−δi + kθ(θei − δi)

τ̇0 − kv tanh(ΦEi)

 (6.34)
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where τ̇0 given in (6.33), is a function of tracking error and critical for path tracking.
The first two elements in (6.34) are the kinematic control inputs of the vehicle, and

the third element is the additional control input for the speed updating law of path
parameter τi , which is related to the speed of the virtual target moving on the path by
(6.17).

Proposition 6.2.3 (Coordinated path tracking 1 : multiple unicycle type vehicles)
Under assumption 6.2.1 and 6.2.2, the kinematic control inputs ui and ωi, and the

virtual control input τ̇i expressing time evolution law for path parameter given in (6.34).
The control objective (6.24) of coordinated path tracking is achieved and the equilibrium
point [xei, yei, θei, (τi − τ0)]

T = 04 is globally asymptotically stable.

Proof Since the control Lyapunov function V is positive definite and radially unboun-
ded from(6.28). Notice yeiūriτ̇0 sin δi ≤ 0 in (6.32) as δi is chosen as a sigmoid function
in (6.26). The path is regular such that 0 < ūri(τ) < k as ūri =

√
xτiri(τi)

2 + yτiri(τi)
2.

Therefore, V̇ ≤ 0 is semi-negative definite. We have

0 ≤ V (t) ≤ V (t0), t ≥ t0

such that all the signals xei(t), yei(t), θei(t)− δi(t), τi(t)− τ0(t) constituting V (t) is boun-
ded. δi(t) is sigmoid function such that θei(t) is bounded. In addition, ω0(t) is a bounded
function such that the same for τ̇0(t), yielding that τ̇i(t) is bounded by directly checking
the third element in (6.34). Due to the boundedness of these signals and that of ve-
hicle velocity, revisiting (6.20) , ẋei, ẏei, θ̇ei are also bounded. Furthermore, noticing the
boundedness of δi and ΦEi, directly computing the derivative of (6.32), we can conclude
the second derivative V̈ (t) exists and is bounded. Resorting to the Barbalat’s Lemma, it
follows

lim
t→∞

V̇ (t) = 0

Therefore, xei,ΦEi, yeiūriτ̇0 sin δi, (θei − δi) vanish as t→∞.
As δi is given as a sigmoid function in (6.26), limt→∞ yeiūriτ̇0 sin δi → 0 means that

limt→∞ ūri|τ̇0|y2
ei → 0. The path is persistent exciting such that limt→∞ τ̇0 6= 0, and 0 <

ūri < k. Hence, limt→∞ yei → 0. It follows limt→∞ δi → 0, such that limt→∞ θei → 0 as
limt→∞(θei − δi) → 0. We can conclude that

lim
t→∞

‖PeiB‖ = lim
t→∞

√
x2
ei + y2

ei + θ2
ei → 0

which fulfils the first control objective in (6.24).
On the other hand, due to limt→∞ ‖PeiB‖ → 0, and limt→∞ ΦEi → 0 where ΦEi =

xeiūri cos θei + yeiūri sin θei +
1
γ
(θei − δi)ω̄r + kτ (τ − τ0), it follows that

lim
t→∞

|τi(t)− τ0(t)| → 0
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Moreover, as limt→∞ ΦEi → 0, ˙̃τi = −kτ tanh(ΦEi) and τ̇i = ˙̃τi + vτi, there is

lim
t→∞

|τ̇i(t)− τ̇0(t)| → 0

Substituting τ̇0 = ω0(t)(1− kf tanh(Σn
i=1P

T
eiBWPeiB)), we have

lim
t→∞

τ̇i(t) → ω0(t)

It means the autonomous vehicle eventually moves along the path according to the
desired speed assignment ω0(t). Consequently, it meets the second control objective in
(6.24).

Formation tracking features :
• By choosing proper gains in the speed control of virtual target in (6.34), we can

designate its moving behavior, defined by

τ̇i = τ̇0 − kv tanh(ΦEi) = ω0(t)(1− kf tanh(Σn
i=1P

T
eiBWPeiB))− kv tanh(ΦEi)

Apparently, the gain for enforced tracking error feedback can be chosen as 0 <

kf < 1. If one choose the gain kv < ω0(t)(1− kf ), there is

τ̇i = ω0(t)(1− kf tanh(Σn
i=1P

T
eiBWPeiB))− kv tanh(ΦEi) > ω0(t)(1− kf )− kv > 0

It means the virtual target will always move forward, and how fast the virtual
target should move depending on how much the predefined speed assignment of
FRP is affected by the tracking error feedback. This feature is suitable in practice
as it avoids using a high gain control for large tracking error ‖PeiB‖.

• Actually, FRP gets the global formation tracking feedback by τ̇0 =

ω0(t)(1 − kf tanh(Σn
i=1P

T
eiBWPeiB)). If some vehicles get saturated or distur-

bed, formation can still be achieved due to the global formation feedback
imposed on the FRP traveling speed, such that τ̇0(t) decreases and the speed of
FRP tolerates the problematic vehicle. Without this feature, formation cannot be
achieved under these situations, although the individual vehicle can still track the
path well. The formation is robust to the actuation saturation or partial actuation
failure of vehicles, therefore this dedicated control demonstrates increased safety.

• As individual path tracking, smooth transitions between paths tracking and tra-
jectories tracking stands for formation tracking, by setting kv = 0 or kv 6= 0, we
can get the smooth transitions of control laws for formation paths tracking and
trajectories tracking depending on the various tasks, where kv determines if the
degree of freedom for τ0(t) exists or not.
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Dynamics backstepping :
Let ui and ωi be virtual control inputs, αui and αωi in (6.34) be the corresponding

virtual control laws. Introduce the velocity error variables

zi =

(
zui

zωi

)
=

(
ui − αui

ωi − αωi

)
Consider the Lyapunov function V in (6.28), augmented with the quadratic terms of

zui and zri, that is

Vdyn = V +
1

2

n∑
i=1

zTMz (6.35)

where M =

(
mi 0

0 Ii

)
, and mi, Ii denotes the mass and moment of inertia of the i-th

vehicle.
The time derivative of Vdyn can be written as

V̇dyn =
n∑
i=1

{xei(ūrivτi cos θ − ui) + yeiūrivτi sin δi + kτ (τi − τ0)(vτi − τ̇0)

+ ˙̃τi[xeiūri cos θei + yeiūri sin θei +
1

γ
(θei − δi)ω̄ri + kτ (τi − τ0)]

+
1

γ
(θei − δi)(ω̄rivτi − ωi − δ̇i + γyeiūrivτi

sin θei − sin δi
θei − δi

) +mizuiżui + Iizωiżωi}

=
n∑
i=1

{xei(ūrivτi cos θei − zui − αui) + yeiūrivτi sin δi

+ ˙̃τi[xeiūri cos θei + yeiūri sin δi +
1

γ
(θei − δi)ω̄ri + kτ (τi − τ0)] + kτ (τi − τ0)(vτi − τ̇0)

+
1

γ
(θei − δi)(ω̄rivτi − zωi − αωi − δ̇i + γyeiūrivτi

sin θei − sin δi
θei − δi

) +mizuiżui + Iizωiżωi}

=
n∑
i=1

{xei(ūrivτi cos θei − αui) + yeiūrivτi sin δi + kτ (τi − τ0)(vτi − τ̇0)

+ ˙̃τi[xeiūri cos θei + yeiūriδi +
1

γ
(θei − δi)ω̄ri + kτ (τi − τ0)]

+
1

γ
(θei − δi)(ω̄rivτi − αωi − δ̇i + γyeiūrivτi

sin θei − sin δi
θei − δi

) + zui(miżui − xei)

+ zωi[Iiżωi −
1

γ
(θei − δi)]}

Let the control laws for τ̇i, Fi and Ni be chosen as
Fi = miu̇i = miα̇ui + xei − k3zui

Ni = Iiω̇i = Iiα̇ωi +
1
γ
(θei − δi)− k4zωi

τ̇i = τ̇0 − kv tanh(ΦEi)

(6.36)
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where k3, k4 are positive constants, τ̇0 is given in (6.33), and αui, αωi are given according
to (6.34) as follows :[

αui

αωi

]
=

[
k1xei + ūriτ̇0 cos θei

ω̄riτ̇0 − δ̇i + γyeiūriτ̇0
sin θei−sin δi

θei−δi + kθ(θei − δi)

]
There is

V̇dyn =
∑n

i=1[−kex2
ei − ksΦEi tanh(ΦEi) + yeiūriτ̇0 sin δi − kθ

γ
(θei − δi)

2 − k3z
2
ui − k4z

2
ωi]

That means, V̇dyn is negative semi-definite and all the states (xei, yei, θei, zui, zωi) glo-
bally converge to its equilibrium. Moreover, it can be concluded that the equilibrium
is (xei, yei, θei, zui, zωi) = 05 from the Barbalat’s lemma. Therefore, we can propose the
following proposition for dynamic path tracking control.

Proposition 6.2.4 (Coordinated Path tracking 2 : multiple unicycle type vehicles)
Under assumption 6.2.1 and 6.2.2, the dynamics control inputs Fi and Ni, and the

virtual control input τ̇i expressing time evolution law for path parameter given in (6.36).
The control objective (6.24) of coordinated path tracking is achieved and the equilibrium
point [xei, yei, θei, (τi − τ0)]

T = 04 is globally asymptotically stable.

6.2.2.2 Individual vehicle with global formation feedback

Formation feedback is realized by enforcing the tracking error to the desired speed
of FRP τ̇d in previous section.

Here, the formation feedback is realized by directly embedded in the actual speed of
virtual target τ̇i in each path, not depending on the FRP speed τ̇0 any more. This can be
achieved by choosing [

vτi
˙̃τi

]
=

[
τ̇0

−kv
∑n

i=1 ΦEi

]
(6.37)

Obviously, ˙̃τi = ˙̃τj due to the summation of the feedback from the states of all vehicles.
However, in the third term of (6.34), ˙̃τi 6= ˙̃τj as each one only get the feedback from
its own states. This is the basic difference between the FRP formation feedback and
individual vehicle formation feedback methods.

By replacing (6.37) into (6.29), the derivative of Lyapunov function is

V̇ =
n∑
i=1

[−kex2
ei + yeiūriτ̇0 sin δi −

kθ
γ

(θei − δi)
2]− kv(

n∑
i=1

ΦEi)
2 (6.38)

Now, the updating law for path parameter is

τ̇i(t) = τ̇0 − kv

n∑
i=1

ΦEi (6.39)
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Note that the difference between Lyapunov candidate functions (6.38) and (6.32),
such that the global formation feedback acting on each individual vehicle in (6.39),
but only on the formation reference point (FRP) from the third equation in (6.34).

By carefully checking the derivative of Lyapunov candidate funtion (6.29), we can
declare

ΦEi = −∂V
∂τi

(xei, yei, θei, ui, ωi, τi)

Hence, the updating law is actually a gradient descent algorithm, see the similar state-
ment in [Skjetne et al., 2002] and [Ihle et al., 2004].

By using the global formation information feedback for individual vehicle in (6.39),
the formation is robust to the actuation saturation or actuation failure of one vehicle,
therefore this dedicated control demonstrates increased safety. As the time evolution
of τ̇(t) along the path is equally influenced by the states of all vehicles through the
updating law (6.39), it means if one vehicle experiences a actuation problem, all the
vehicles will act upon it.

However, in the traditional leader-follower control framework, only if the leader
experiences a problem will the formation as a whole act robustly on it. A failure in one
of the other following vehicles will not call for attention for other vehicles and can easily
lead to an accident, due to the absence of formation feedback to the leader.

6.2.3 Decentralized control of coordinated paths tracking

Decentralized coordinated control is more suitable when a large number of vehicles
are involved in the team, where inter-vehicle communication constraints are exerted
[Ren et al., 2004]. Algebraic graph theory introduced in section 6.1.3.1, is the instru-
mental tool to illustrate the communication topology of multi-vehicle system and pro-
vide a theoretical way to rigorously prove the dedicated coordination laws.

The Control Lyapunov function candidate is selected as new one in a positive definite
quadratic form

V =
1

2

n∑
i=1

[x2
ei + y2

ei +
1

γ
(θei − δi)

2] (6.40)

Define the following variable :

τ̇i = ˙̃τi + vτi (6.41)

And choose the approaching angle δi as the same sign function in (6.26).
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The time derivative of (6.40) along the solution of (6.20) is

V̇ =
n∑
i=1

[xei(yeiωi − ui + uri cos θei) + yei(−xeiωi + uri sin θei) +
1

γ
(θei − δi)(θ̇ei − δ̇i)

=
n∑
i=1

[−xeiui + urixei cos θei + uriyei sin δi +
1

γ
(θei − δi)(θ̇ei − δ̇i + uriyei

sin θei − sin δi
θei − δi

)

Substituting (6.17), (6.18) and (6.27) into the derivative of Lyapunov control func-
tion, yields

V̇ =
n∑
i=1

[xei(ūriτ̇i cos θei − ui) + yeiūriτ̇i sin δi +
1

γ
(θei − δi)(θ̇ei − δ̇i + ūriτ̇ yei

sin θei − sin δi
θei − δi

)]

=
n∑
i=1

[xei(ūrivτi cos θi − ui) + yeiūrivτi sin δi + ˙̃τi[xeiūri cos θei + yeiūri sin δi +
1

γ
(θi − δi)ω̄ri]

+
1

γ
(θei − δi)(ω̄rivτi − ωi − δ̇i + γyeiūrivτi

sin θei − sin δi
θei − δi

)]

Proposing the control input as[
ui

ωi

]
=

[
k1xei + ūrivτi cos θei

ω̄rivτi − δ̇i + γyeiūrivτi
sin θei−sin δi

θei−δi + kθ(θei − δi)

]
(6.42)

and utilizing the first element in (6.17) again, yields

V̇ = −
n∑
i=1

[φi ˙̃τi + kex
2
ei + yeiūriτ̇0 sin δi +

kθ
γ

(θei − δi)
2] (6.43)

where φi := xeiūri cos θei + yeiūri sin δi +
1
γ
(θei − δi)ω̄ri for simplified notation.

To make the presentation clear, we use the vector notion Ωτ = [ ˙̃τ1, . . . , ˙̃τn]
T , T =

[τ1, . . . , τn]
T , and vτ = [vτ1, . . . , vτn]

T . Thus, (6.41) can be rewritten as

Ṫ = Ωτ + vτ (6.44)

Augmenting the Lyapunov function (6.40) as

Vaug = V +
1

2
ΩT
τK

−1
1 K−1

2 Ωτ +
1

2
T TLT (6.45)

where L is the Laplacian matrix of the connected graph G, which describes the inter-
vehicle communication topology, K1, K2 are diagonal positive-definite matrices.

Supposing the communication graph G is bi-directional and connected, we can de-
clare L is a symmetric positive semi-definite matrix by using Lemma 1, such that LT = L.
There is

d

dt
(T TLT /2) = (Ṫ TLT + T TLṪ )/2 = ((LṪ )TT + T T (LṪ ))/2 = T TLṪ
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Hence, the time derivative of (6.45) along the solutions of (6.19) gives :

V̇aug = ΦTΩτ −
n∑
i=1

[kex
2
ei + yeiūriτ̇0 sin δi +

kθ
γ

(θei − δi)
2] + Ω̇T

τK
−1
1 K−1

2 Ωτ + T TLṪ

(6.46)

where Φ = [φ1, . . . , φn]
T .

Proposing the updating law for path parameters[
Ṫ
Ω̇τ

]
=

[
Ωτ + vτ

−K1K2(LT + Φ)−K1Ωτ

]
(6.47)

where vτ = [vτi]n×1 = vτ0~1 with ~1 = [1]n×1, and limt→∞ vτ0 6= 0.
It means the desired time evolving speed vτi is common for each vehicle and equal

to vτ0, but vτ0 needs not be constant and it could be time-varying.
Now, we can propose the solution to the coordinated paths tracking problem, with

decentralized feedback updating law for T as a function of the information received
from the neighboring vehicles.

Proposition 6.2.5 (Decentralized coordination of paths tracking)
Under assumption 1 and 2, the kinematic control inputs ui and ωi, and the virtual

control input τ̇i expressing time evolution law for path parameter given in (6.34). The
control objective (6.24) of coordinated path tracking is achieved and the equilibrium point
[xei, yei, θei, (τi − τj)]

T = 04 is globally asymptotically stable.

Proof Given the solution (6.47), the derivative of Lyapunov candidate function in
(6.46), can be further written as

V̇aug =ΦTΩτ + Ω̇T
τK

−1
1 K−1

2 Ωτ + T TL(Ωτ + vτ )−
n∑
i=1

[kex
2
ei + yeiūriτ̇0 sin δi +

kθ
γ

(θei − δi)
2]

=(ΦT + Ω̇T
τK

−1
1 K−1

2 + T TL)Ωτ + vτ0T TL~1−
n∑
i=1

[kex
2
ei + yeiūriτ̇0 sin δi +

kθ
γ

(θei − δi)
2]

=− ΩT
τK

−1
2 Ωτ −

n∑
i=1

[kex
2
ei + yeiūriτ̇0 sin δi +

kθ
γ

(θei − δi)
2] ≤ 0

where vτ0T TL~1 = 0 is applied due to the property of Laplacian matrix L of the connec-
ted undirected graph, according to Lemma 2.

Since the control Lyapunov function Vaug is positive definite and radially unbounded
from(6.45), and V̇aug ≤ 0, for any initial condition of the state X = (xei, yei, θei, δi,Ω

T
τ )T ,

there exists a constant ε such that ‖X(t)‖ ≤ ε fora all t ≥ t0. Therefore, ‖X(t)‖ is uni-
formly continuous in t on [0,∞), and Ẋ(t) exist and is bounded therein. It follows that
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V̇aug(t,X1(t)) is also uniformly continuous. Using the Barbalat Lemma, we can conclude
that

lim
t→∞

V̇aug(t,X1(t)) = 0

Therefore, xei, yei, θei, δi,Ωτ vanishes as t→∞. limt→∞ Ωτ = 0 implies that limt→∞ Ω̇τ =

0. limt→∞(xei, yei, θei, δi) = 04 such that limt→∞ Φ = 0. By using the fact that Ω̇τ =

LT − Φ−KΩτ in (6.47), we have limt→∞ LT = 0. It means

lim
t→∞

(τi − τj) = 0

Hence, the proof is completed.

Remarks :

(1) Actually, (6.47) is a 2nd filter updating law of path parameter. One can refer to
the section 4.3.2 in Chapter 4 to know the details about filtered path parameter
updating.

(2) We know examine the compact form of the updating law proposed in (6.47), which
can be written in a decentralized form as{

τ̇i = ˙̃τi + vτi
¨̃τi = −k1i[ ˙̃τi + k2i(

∑
j∈Ji

(τi − τj) + φi)]
(6.48)

Recall that Ji denotes the set of neighboring vehicles (vertices in the communica-
tion graph) that communicate with vehicle i. Notice how the updating law of path
parameter τ̇i for vehicle i is a function of its own path parameter errors with res-
pect to path parameters of other vehicles included in the communication set Ji.
Clearly, the updating law is decentralized, which meets the constraints imposed by
the communication network.

(3) The dynamics version of decentralized coordinated path tracking, can be derived by
adopting backstepping technique as we have done for single nonholonomic vehicle.
Let ui, ωi be virtual control inputs, and αui, αωi be the corresponding virtual control
laws in (6.47). The control law for Fi and Ni be chosen as[

Fi

Ni

]
=

[
miα̇ui + xei − k3izui

Iiα̇ωi +
1
γ
(θei − δi)− k4izωi

]
(6.49)

where mi, Ii denotes the mass and moment of inertia of the i-th vehicle.

The decentralized updating law keeps the same as one in (6.47), when extending
vehicle kinematics to dynamics.
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Table 6.1 – INFANTE AUV : simplified model parameters
m = 2234.5kg Iz = 2000Nm2

Xuu = −35.4kgm−2 Xvv = −128.4kgm−1

Xu̇ = −142kg Yv̇ = −1715kg Nṙ = −1350Nm2

Yr = 435kg Yv = −346kgm−1 Yv|v| = −667kgm−1

Nv = −686kg Nv|v| = 443kg Nr = −1427kgm

6.3 Examples of coordinated motion control

This section contains the results of simulation, illustrating the performance obtained
by the control laws developed.

6.3.1 Examples of coordinated paths following

With the proposed coordinated paths following algorithms, two cases of simulations
are illustrated.

6.3.1.1 Example 1 : in-line circle paths

Four homogenous underactuated AUVs with dynamics model of the INFANTE AUV
in Table 6.1 [Silvestre, 2000], are required to follow 4 circumferences, which are with
the same center but different radii Ri (i = 1, 2, 3, 4) respectively, while keeping synchro-
nization with in-line formation.

The normalization of the along paths lengths for each underactuated AUVs is
ŝi = si/Ri and normalized speed is ûi = ui/Ri , will be the same in the case of cir-
cumferences. Actually, these normalized parameters make the truth, that the rotating
speeds of virtual vehicles with respect to the same center of circles (i.e., angular fre-
quencies), as well as normalized lengths along paths, are synchronized. Therefore, the
in-line formation of multi-vehicle system is built.

The radius of the circumferences are R = [5, 10, 15, 20]Tm. Four vehicles (scaled
model) are with initial velocities of u0 = [2, 2, 2, 2]Tm/s, v0 = [0, 0, 0, 0]Tm/s, r0 =

[0, 0, 0, 0]T rad/s. The maximum and minimum speed of the vehicles are, udmax =

5.0m/s and udmin = 0.1m/s. The initial positions are x = [0, 0, 0, 0]Tm and y =

[0,−5,−10,−15]Tm. The initial tracing error vectors are xe0 = [5, 5, 5, 5]Tm and ye0 =

[5, 5, 5, 5]Tm. The initial error angles are ψ0 = [π/2, π/2, π/2, π/2]T .

The Laplacian matrix, corresponding to the communication topology of the multi-
vehicle system, is
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(a) Coordinated in-line path following (b) Normalized along path errors in path following

(c) Coordinated speed in in-line path following (d) Normalized speed errors in path following

Figure 6.5 – Coordinated in-line circle paths following of underactuated AUVs

L = D − A =


1 −1 0 0

−1 3 −1 −1

0 −1 2 −1

0 −1 −1 2



As illustrated in Figure 6.5(a), the along path lengths of different vehicles converge
to the same normalized value. The speed converge to the desired speed profile Ud =

[1, 2, 3, 4]Tm/s, as illustrated in Figure 6.5(b). The normalized synchronized errors sij
(= ŝi − ŝj) and uij (= ûi − ûj) are illustrated in Figure 6.5(c) and 6.5(d), decaying to 0
respectively.
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6.3.1.2 Example 2 : parallel paths

This section illustrates the performance of coordinated paths following control based
on leader-follower strategy and decentralized strategy respectively, where three homo-
genous underactuated AUVs with dynamics model of the INFANTE AUV, are required to
inspect underwater pipeline illustrated in Figure 6.6.

In the scenario of underwater pipeline inspection, there are three parallel paths
followed by three AUVs in 3D space, which are elevated from the seabed and offset
from the underwater pipeline, and the speeds of vehicles along the pipeline should be
the same as that determined by the end-user. Therefore, in the point of view of control
design, the challenging of underwater pipeline inspection falls into the category of path
following control. Most importantly, the vehicles are requested to keep synchronously
moving along the paths to stay in a formation, to cooperatively acquire complete 3D
images of the pipeline. Therefore, proper coordinated control strategy has to be adopted
to accomplish the mission of pipeline inspection [Xiang et al., 2010a].

Figure 6.6 – Three AUVs swimming in formation along a pipeline. The coordinate axes indicates

the formation reference frame with origin in the FRP. Courtesy : Anders S. Wroldsen

Assuming that the pipeline information is prior-known, the pipeline can be taken as
a parameterized path. For instance, it is given by

x(λ) =
5∑
i=1

aiλ
i−1, y(λ) =

5∑
i=1

biλ
i−1

where the path coefficients are given in Table. 6.2.
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Table 6.2 – The path parameters for coordinated path following control

coefficients/index 1 2 3 4 5

ai 0 0.87 -0.02 10−5 1.5× 10−6

bi 0 0.5 −5× 10−4 10−5 10−7

The initial position of the three AUVs are x = [30, 20, 40]Tm and y =

[−30,−30,−30]Tm. The initial velocities of u0 = [0.1, 0.1, 0.1]Tm/s, v0 =

[0, 0, 0]Tm/s, r0 = [0, 0, 0]T rad/s, and the initial orientation are ψ0 = [π/2, π/2, π/2]T .

• Leader-follower based centralized paths following control

The leader and the followers are required to keep a triangle formation with l0 =
5m, and the leader flies above the pipeline with 5m depth. The leader coincided with
the AUV1 in Figure 6.2, such that the shifted vector of corresponding pipeline path
is dy1 = [0m, 0m, 0m]T . Both AUV2 and AUV3 are followers, whose parallel paths are
with shifted vector dy2 = [0m, 7m, 0m]T and dy3 = [0m,−7m, 0m]T according to the 2D
projection of the leader’s path (the actual track of pipeline) respectively.

For the "triangle formation", the along-path space between the "front" AUV and its
two "wingman" AUVs is 5m. This along-path space inside "triangle"-shape can be intro-
duced as an offset of the along-path distance si, such that the same synchronized path
following control laws can be used.

As depicted in Figure 6.7, the underwater pipeline and AUVs paths are illustrated in
3D. The projected 2D graph is showed in Figure 6.8, both the leader, left/right followers
converge to the assigned paths, and keep the triangle formation. In Figure 6.9(a), the
error spaces of three vehicles with respect to the paths are driven to zero. The forward
speed adaptations of the followers are illustrated in the top subplot of Figure 6.9(b),
while the forward speeds asymptotically converge to ud = 1m/s. The orientations the
followers are the same as that of the leader in the bottom subplot of Figure 6.9(b)
when the desired triangle formation is built. In Figure 6.10, the errors of generalized
along-path distance ∆Si, (i = LF1, LF2, F12) between the leader and followers are
asymptotically decaying to 0, where the geometric constraints of l0 is already incorpo-
rated.

• Decentralized paths following control

In this simulation, three AUVs follow three parallel curved paths based on the actual
track of pipeline by using decentralized control strategy, while building varied geome-
tric formation from "triangle" to "in-line" pattern, and then back to "triangle" formation
pattern again.

The communication topology of three vehicles is
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Figure 6.7 – Underwater pipeline and AUVs paths in 3D

Figure 6.8 – Ledear/Followers in a triangle formation projected in 2D
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(a) Relative distances between AUVs/virtual targets (b) AUV linear velocities and orientations

Figure 6.9 – Path follower errors and velocities of vehicles

Figure 6.10 – Evolution of the relative distance between leader and followers

L = D − A =

 1 −1 0

−1 2 −1

0 −1 1


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Figure 6.11 – Coordinated path following of underactuated AUVs with varied formation patterns

To implement the decentralized control strategy, the initial conditions of the AUVs
are the same as described in the case of centralized control. As illustrated in Figure
6.11, the "triangle - inline - triangle" formation along the desired path has been well
built via coordinated control. The tracking error for each AUV is shown in 6.12, where
the along-track error and cross-track error converges to 0. The top subplot in Figure
6.13 shows that the speed profiles of AUVs converge to the desired speed ud = 1.0m/s,
and the bottom subplot in Figure 6.13 clearly shows that the distances between each
pair of AUVs, coincide with the procedure during building "triangle - inline - triangle"
varied formation, and converge to zero (l0 is already incorporated in triangle formation)
when each geometric formation pattern is achieved.

In Figure 6.9(b) of centralized control case, two followers have to adapt their surge
speeds according to the leader’s surge speed and achieve ud = 1.0m/s. However, in
the top subplot of Figure 6.13 of decentralized control case, there is no leader and
all three vehicles cooperatively adapt their surge speeds depending on its neighbors’s
speed in the defined communication topology. Consequently, the amplitude of varied
surge speeds of follower vehicles is higher than that of vehicles in decentralized control
strategy, and the convergence rate in decentralized control is faster than that in centra-
lized control strategy. Furthermore, by comparing Figure 6.9(b) and the bottom subplot
of Figure 6.13, we can conclude that the convergence rate of the relative distance bet-
ween vehicles in decentralized case is also faster that that in centralized leader-follower
control case.



176 Chapter 6 : Coordinated motion control of multiple autonomous vehicles

Figure 6.12 – Relative distances between AUVs/Paths

Figure 6.13 – AUV velocities and formation errors
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6.3.2 Examples of coordinated paths tracking

In order to illustrate the performance of the proposed coordinated paths tracking
algorithms, two cases of simulations are shown in this section.

6.3.2.1 Example 1 : triangle formation of 3 vehicles

In this example, a team of N = 3 identical nonholonomic unicycle-type wheeled
mobile vehicles under triangle formation path tracking control, is simulated to illustrate
the effectiveness of the proposed decentralized coordinated controller.

The physical parameters of the i-th vehicle (i ∈ {1, . . . , N}) are taken from
[Lapierre et al., 2006] : [

mi

Ii

]
=

[
9kg

0.1kg m2

]
The path parameter and of the FRP which generates the baseline for the whole

formation is taken as

Γ0(xr0(τ0), yr0(τ0), ψr0(τ0)) = [τ0, 0, 0]T (6.50)

which is a straight line. The timing law of path parameter sets as τ̇0(t) = 1.0 m/s, and
the initial FRP and two virtual target are setting as τ0 = 0, τ1 = 2, τ2 = 0.

The offset vectors from the virtual targets to the FRP are chosen as l1(xr1(τ1), yr1(τ1))

l2(xr2(τ2), yr2(τ2))

l3(xr3(τ3), yr3(τ3))

 =

 [0, 0, 0]T

[3, 3 cos(0.5τ2) + 8, 0]T

[3, 3 sin(0.5τ3)− 8, 0]T

 (6.51)

The choice for l1 means that the virtual target on the first path coincides with the
FRP, such that the first path coincides with the baseline Γ0 which is a straightline. The
other two virtual targets move on two sinusoidal paths generated from the baseline
according to (6.16), (6.50) and (6.51), due to the intended setting for l2 and l3.

The initial position of three AUVs are x = [−5,−5,−5]Tm and y = [0, 5,−5]Tm.
The initial velocities are u0 = [0.2, 0.2, 0.2]Tm/s, r0 = [0, 0, 0]T rad/s, and the initial
orientations are θ0 = [0, 0, 0]T . The communication topology is given as

L =

 1 −1 0

−1 2 −1

0 −1 1


It means the communication network of the whole vehicle team is a chain topology,

where vehicle 2 is the bridge to exchange information between vehicle 1 and vehicle 3.
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In Figure 6.14, it shows 3 vehicles’s positions and orientations while building and
keeping the triangle formation.

In Figure 6.15, it shows that the disagreement between the FRP and 2 virtual targets
in the form of

√
(τ0 − τ1)2 + (τ0 − τ2)2 + (τ1 − τ2)2, asymptotically converges to zero.

Figure 6.14 – Triangle formation based on coordinated paths tracking

Figure 6.15 – Disagreement between the FRP and 2 virtual targets

Figure 6.16(a) illustrates how the first vehicle moves with a constant speed, while
the other two vehicles move with sinusoidal-like time varying speeds, in order to main-
tain the rigid triangle formation of three vehicles following one straightline and two
sinusoidal paths.

In Figure 6.16(b) (upper subplot), it shows the paths tracking errors (along-track
error and cross-track error) of three vehicles asymptotically converge to zero. In Fi-
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gure 6.16(b) (bottom suplot), it shows that the total tracking errors in the form of√
x2
ei + y2

ei + θ2
ei, asymptotically converges to zero.

(a) Velocities and orientations of 3 vehicles

(b) Paths tracking errors

Figure 6.16 – Velocity profiles and tracking errors
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6.3.2.2 Example 2 : circle formation of 10 vehicles

In this example, a team of N = 10 identical nonholonomic unicycle-type wheeled
mobile vehicles under circle formation path tracking control, is simulated and the phy-
sical vehicle parameters are the same with the example 1.

The initial velocities are taken as ui = 0.2 m/s, ωi = 0 rad/s. The initial positions
and orientations of 10 vehicles are as follows :

 xi

yi

θi

 =

 −5 −5 −5 −10 −10 −10 −15 −15 −15 0

0 5 −5 0 5 −5 0 −5 5 0

0 0 0 0 0 0 0 0 0 0


The path parameter of the FRP which generates the baseline for the whole formation

is taken as

Γ0(xr0(τ0), yr0(τ0), ψr0(τ0)) = [τ0, 10 sin(0.1τ0), arctan(cos(0.1τ0))]
T (6.52)

The timing law of path parameter sets as τ̇0(t) = 0.1 m/s, and the initial FRP and virtual
targets are setting as τ0 = 0, τ1 = 2, τ2 = 0, τ3 = 2, τ4 = 0, τ5 = 2, τ6 = 0, τ7 = 2, τ8 =

0, τ9 = 0, τ10 = 8.

The offset vector from the virtual targets to the FRP are chosen as

li((xri(τi), yri(τi)) =

 10 sin(2π(i− 1)/N)

10 cos(2π(i− 1)/N

0

 (6.53)

where i ∈ {1, 2, . . . , N}.
These choices mean the baseline Γ0 is a sinusoidal path, and the desired paths for

10 vehicles are generated from the baseline according to (6.16), (6.52) and (6.53).
Moreover, the desired formation shape is a circle, as its vertices are uniformly distributed
on a circle centered on the sinusoidal baseline with a radius 10m.

The control gains, the initial path parameters and the parameters involved in the
path parameters updating are as follows :

τi(0) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0]T

ω0 = 0.1 m/s, kf = 1,W = diag(1, 1, 1)

Moreover, the vehicle’s speed limitation 0 < ui(t) < 1.2m/s and −1.5πrad/s <

ω(t)i < 1.5πrad/s are assumed in the simulation.
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The communication topology is given as

L =



3 −1 −1 0 0 0 0 0 0 −1

−1 1 0 0 0 0 0 0 0 0

0 −1 0 2 −1 0 0 0 0 0

0 0 −1 2 −1 0 0 0 0 0

0 0 0 −1 1 0 0 0 0 0

0 0 0 0 0 1 −1 0 0 0

0 0 0 0 0 −1 3 −1 0 −1

0 0 0 0 0 0 −1 1 0 0

0 0 0 0 0 0 0 0 1 −1

−1 0 0 0 0 0 −1 0 −1 3


which means the communication topology of the whole 10 vehicles team is not all-to-all
and quite sparse. The maximum communication links of one vehicle to other vehicles in
the team are 3 in this communication case. Note that collision free among vehicles is not
considered in this simulation, and it can be referred to the work in [Xiang et al., 2010b,
Xiang et al., 2010c] and will be systemically included in the future work.

In Figure 6.17(a), all vehicles asymptotically track their reference paths while buil-
ding the circle formation simultaneously, where the actual trajectory of the i-th vehicle
is plotted in the thick line. The composite paths tracking errors

√
x2
ei + y2

ei + θ2
ei, (i =

1, ..., 10), are plotted in Figure 6.17(b).

The evolving velocities of the virtual targets moving along the paths and the actual
vehicles are shown in Figure 6.18(a) and 6.18(b) respectively.

Extension of example 2 : scaling circle formation of 10 vehicles

In this simulation, the shrunk circle formation is built according to the representation
of paths rotation and scaling given in (6.21). Since the rotation of circle does not make
much sense, only the scaling parameters in (6.54) are used here to build the shrunk
circle formation, defined as

S =

[
a(1− k t

T
) 0

0 b(1− k t
T
)

]
(6.54)

where a = b = 1; k = 0.7, T = 1000. The formation begin to be shrunk from the time
instant t = 600. Initial conditions are set as the same as previous example.

The simulation result is given in Figure 6.19. It shows that the circle formation is
shrinking and achieve the final circle formation with 1/3 radius of the original radius at
the time instant t = 1000, as a(1− k t

T
)|t=1000 = b(1− k t

T
)|t=1000 = 0.3.
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(a) Evolution of building circle formation

(b) Tracking errors in the form of
√
x2

ei + y2
ei + θ2ei

Figure 6.17 – Circle formation based on coordinated paths tracking

6.4 Summary

In this chapter, coordinated motion control design based on paths following and
paths tracking are proposed, where the control of virtual targets moving along the paths
is the fundmental issue. The leader-follower and virtual structure strategies are adopted
in order to build the desired formation pattern. Both the centralized and decentralized
framework are implemented in the control design. Algebraic graph theory is used to re-
present the communication topology of multi-vehicle system, which is the instrumental
tool for decentralized control design.

Through the coordinated control design, it shows that the control design for coor-
dinated paths tracking is easily implemented, compared with that of coordinated path
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(a) Evolution of 10 virtual targets velocities during circle formation

(b) Evolution of 10 vehicles velocities during circle formation

Figure 6.18 – Evolution of velocities while building circle formation
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Figure 6.19 – Shrunk circle formation based on coordinated paths tracking

following, as the path parameter τ in path tracking is more flexible than the path para-
meter s in path following, such that complex mathematic representation is avoided to
build the geometric relationship of formation pattern in coordinated path tracking.

Finally, the simulation results illustrate the performance of the proposed coordinated
motion controllers.



CHAPTER 7

CONCLUSIONS

7.1 Summary of dissertation

In this dissertation, the motion control strategies and resulted control designs for
autonomous vehicles are the main research interests. The motion control problem of
nonholonomic unicycle-type vehicle is firstly considered, and then the control design is
extended to underactuated autonomous underwater vehicles by utilizing the similarity
between them. The control designs are mainly based on Lyapunov theory and backstep-
ping technique, to derive the motion controllers in dynamics stage.

The motion control problems, trajectory tracking and path following are analyzed
firstly, and the advantages and disadvantages of both kinds of motion control are illus-
trated through the simulation results. Sequently, the path tracking control is proposed
by incorporating both the features of trajectory tracking and path following, in order
to achieve the smooth spatial convergence and tight temporal convergence as well.
The approaching angle guidance and adapted LOS guidance are used for nonholonomic
unicycle vehicles and underactuated underwater vehicles respectively. The virtual target
introduced in path following design to get an extra control degree of freedom (DOF),
inspires the control strategy to introduce the path tracking target which also brings
the extra DOF in path tracking design, and merges the path following and trajectory
tracking behaviors into a single path tracking controller. However, due to the side-slip
angle existing in underactuated vehicles, the acceleration of AUV side-slip angle should
be carefully treated in order to get well-posed control computation in both the path
following and path tracking cases.

After solving the problems of motion control for the individual vehicle. The coordi-
nated formation control of multiple autonomous vehicles is posed as a team of multiple
vehicles outperforms the single vehicle in effectiveness, efficiency and robustness. Two
main coordinated controls strategies are proposed, i.e., coordinated path following and
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coordinated path tracking under both the centralized and decentralized frameworks.
The leader-follower and virtual structure strategies are adopted in order to build the
desired formation pattern. Algebraic graph theory is used to represent the communica-
tion topology of multi-vehicle system, which is also the instrumental tool for decentra-
lized control design. Moreover, it shows that the control design for coordinated paths
tracking is easily implemented, as the path parameterization in path tracking is more
flexible than that in path following, such that complicated mathematic representation is
avoided to build the geometric relationship of desired formation patter in coordinated
path tracking control.

7.2 Future work

This dissertation addresses the fundmental issues of motion control of autonomous
vehicles. With the control strategies and control design methods proposed herein, se-
veral extensive topics can be envisioned, namely output feedback control, 3D motion
control, and comprehensive communication considerations.

• Output feedback control
All results in this dissertation are based on full-state feedback from position, hea-
ding, velocity and angular rate. Since the measurement of the underwater vehicle
velocities is costly and corrupted with noise, or even unmeasurable, output feed-
back control of vehicles is preferable to state-feedback control. In the case when
only position and yaw angle measurements are available, the velocities can be es-
timated using passive non-linear observer or observer backstepping approach. The
problem of output feedback tracking control of fully actuated vehicles, has been
solved as reported in [Nijmeijer and Fossen, 1999]. However, the nonholonomic
constraints of unicycle-type mobile robots, and underactuated Lagrange mechani-
cal system make the observer based output feedback control design is much more
difficult.

• Extension from 2D to 3D motion control
The simplified AUV model in horizontal plane is adopted in this theis. However, it
is possible to extend the 2D path following and path tracking to the corresponding
3D motion control for autonomous underwater vehicles, which can be reached
by designing the 3D heading guidance laws and using similar control strategies
and techniques. Definitely, the complex 3D dynamics model of AUVs leads the
control design to be much more appealing, especially in the underactuated case.
Furthermore, the coordinated motion control in 3D also attracts interests since
there is few works on this topic.
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• Further communication issues imposed on multi-vehicle systems
For coordinated control of multiple AUVs, bi-directional communication between
vehicles is assumed in the dissertation and the property of undirected graph is
used for rigorous proof of control laws. However, this is a conservative commu-
nication situation, and unidirectional communication could happen in practical
case. Unfortunately, the directed graph theory related to unidirectional topology,
can not be easily and explicitly used to rigorously derive the control laws. Mo-
reover, the problem of time delay and packet loss during transmitting coordina-
ted communication variables, is also of interest. Although it is partially solved
for undirected graph in [Ghabcheloo et al., 2009] , but for directed communica-
tion graph, there is no sound solution yet. These issues related to communication
topology of multi-vehicle systems are quite challenging and warrant the future
research.

Other interesting work, for instance, dealing with model parameters uncertainties
of AUVs, countering unknown constant ocean current disturbances, and simultaneously
path following/path tracking and obstacle avoidance in complex dynamic environ-
ments, are worthy of subsequently research efforts as well.
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APPENDIX A

Preliminary

In this part, general mathematic notation and definitions are introduced. Some stabi-
lity concepts are briefly reviewed, and important stability tools are summarized for sta-
bilizing differential equations, or systems as they are defined in this thesis. Some useful
inequalities are also given. The chapter ends with an overview of important concepts
in algebraic graph theory, which gives the theoretic foundations for coordinated control
on multiple vehicles.

A.1 Mathematical preliminaries

This section introduces the some mathematic notation and definitions used throu-
ghout the thesis.

1. Lipschitz condition

Considering the nonautonomous system described by ordinary differential equa-
tions as follows

ẋ = f(t, x) (A.1)

where f : [0,∞)×D → <n is piecewise continuous in t, and D ∈ <n is a domain
that contains the origin x = 0. Let f(t, x) satisfies the Lipschitz condition

‖f(t, x)− f(t, y) ≤ L‖x− y‖ (A.2)

for all (t, x) and (t, y) in some neighborhood of (t0, x0), where L ∈ <+ is called a
Lipschitz constant.

Definition A.1.1 Given a piecewise continuous function f(t, x), it is said to be
� locally Lipschitz in x on [a, b]×D, if each point x ∈ D has a neighborhood D0 such

that f satisfies (A.2) on [a, b]×D0 with some Lipschitz constant L0.
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� globally Lipschitz in x on [a, b]×<n, if f satisfies (A.2) for each point x ∈ <n with
the same Lipschitz constant L.

Particularly, the Lipschitz condition implies any discontinuous function f(x) : < →
<, is not locally Lipschitz at the point of discontinuity.

2. uniformly continuous

Definition A.1.2 The function f(t, x) is uniformly continuous in x on [0,∞] × D if
for any ε ≥ 0, there exists δ ≥ 0 such that ‖f(t, x) − f(t, y)‖ ≤ ε for all x, y ∈ D

satisfying ‖x− y‖ ≤ δ and ∀t ≥ 0.

It means small changes in x results in small changes in f(t, x) uniformly in t.

Notice that the Lipschitz property of a function is weaker than continuous dif-
ferentiability, but stronger than uniformly continuity. Hence, there is following
sufficient condition for uniform continuity [Lapierre and Jouvencel, 2008].

Lemma A.1.3 A function f(t, x) is uniformly continuous, if ḟ(t, x) exists and is
bounded.

This part introduces the notation and some definitions used in this thesis.

Definition A.1.4 Time derivatives of a function x(t) are denoted ẋ, ẍ, ..., xn. A super-
script with an argument variable denote partial differentiation with respect to that
argument,i.e., αt(x, t) := ∂α

∂t
, αx2

(x, t) := ∂α
∂x2 , ..., αxn

(x, t) := ∂α
∂xn .

Definition A.1.5 Class Cr function : a function f : X → Y is of class Cr, written
f ∈ C, if the k-th partial differentiation with respect to argument variable x, i.e.,
fx

k
(x), k ∈ {0, 1, ..., r} is defined and continuous for all x ∈ X. In addition, f is

continuous if f ∈ C0, f is continuously differentiable if f ∈ C1, and f is smooth if
f ∈ C∞.

Definition A.1.6 The p-norm of a vector is |x|p := (
∑n

i=1 |xi|p)
1
p , where the most

commonly used 2-norm, or the Euclidean vector norm, simply denoted |x| := ‖x‖2 =

(xTx)1/2. This reduces to the absolute value for a scalar.

Definition A.1.7 Let Lp denote the set of all piecewise continuous function x :

[0,∞) → <n being p-integrable on [0,∞), that is

Lp = {x(t) :

∫ ∞

0

|x(t)|pdt <∞} (A.3)

3. Comparison functions

Scalar comparison functions, known as class K, K∞ and KL functions, are useful
mathematical tools to define stability.
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Definition A.1.8 Class K function : a continuous and strictly increasingly function
α : [0, a) → [0,∞) with a(0) = 0.

Definition A.1.9 Class K∞ function : a class K function which satisfies a = ∞ and
α(r) →∞ as r →∞.

Definition A.1.10 Class KL function : a continuous function β : [0, a) × [0,∞) →
[0,∞), such that for each fixed s, the mapping β(r, s) ∈ K with respect to r ; and for
each fixed r, the mapping β(r, s) is decreasing with respect to s and β(r, s) → 0 as
s→∞.

A.2 Lyapunov stability

The primary requirment for control system is stability. This section give a brief review
of some stability concepts and tools for stability analysis, such as Lyapunov theorem,
invariance principle for both autonomous and nonautonomous system, and Input-to-
state stability.

The theorems and definitions are mainly collected from [Khalil, 2002] and
[Li and W., 1991]. However, the proofs are not reported here

1. Lyapunov stability for autonomous system
Consider the autonomous system

ẋ = f(x) (A.4)

where f : D → <n is a locally Lipschitz map from a domain (open and connected set)
D ⊂ <n into <n. Suppose the system has an equilibrium at the origin x = 0, that is,
f(0) = 0. It is no loss of generality as any equilibrium can be shifted to the origin by a
change of variables.

Theorem A.2.1 (Lyapunov stability theorem)
Let x = 0 be an equilibrium point for autonomous system (A.4) and D ⊂ <n be a

domain containing x = 0. Let V : D → <n be a C1 function such that

V (0) = 0&V (x) > 0, x ∈ D \ {0} (A.5)

V̇ (x) ≤ 0, x ∈ D (A.6)

Then, x = 0 is stable. Moreover, if

V̇ (x) < 0, x ∈ D \ {0} (A.7)

then x = 0 is asymptotically stable.
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Definition A.2.2 (positively invariant set)
Let x(t) be a solution of (A.4). A set M is said to be a positively invariant set if

x(t0) ∈M ⇒ x(t) ∈M, ∀t ≥ t0 (A.8)

Theorem A.2.3 (LaSalle’s theorem)
Let Ω ⊂ D be a compact (closed and bounded) subset that is positively invariant with

respect to autonomous system ẋ = f(x). Let V : D → < be a C1 function such that
V̇ (x) ≤ 0 in Ω. Let E = {x ∈ Ω|V̇ (x) = 0} and M be the largest invariant set in E. Then
every solution starting in Ω approaches M as t→∞.

When we need to establish the largest invariant set in E is the origin, the special
case of LaSalle’s theorem (or LaSalle’s invariance principle) comes up as follows

Theorem A.2.4 (Barbashin-Krasovskii theorem)
Let x = 0 be an equilibrium point for the autonomous system ẋ = f(x). Let V : Rn → R

be a C1 radially unbounded and positive definite function such that V̇ (x) ≤ 0 for all x ∈ <n.
Let E = {x ∈ <n|V̇ (x) = 0} and suppose that no solution can stay forever in E, other than
the trivial solution x(t) ≡ 0. Then the origin is UGES.

2. Lyapunov stability for nonautonomous system
The origin is an equilibrium point for nonautonomous system (A.1) at x = 0, if

f(t, 0) = 0,∀t ≥ 0 (A.9)

Definition A.2.5 The equilibrium point of (A.1) is
Uniformly stable (US), if and only if there exist a class K function α(·) and a positive

constant c, independent of t0, such that

‖x(t)‖ < α(‖x(t0)‖),∀t ≥ t0 ≥ 0,∀‖x(t0)‖ < c. (A.10)

Uniformly asymptotically stable (UAS), if and only if there exist a class KL function
β(·) and a positive constant c, independent of t0, such that

‖x(t)‖ < β(‖x(t0)‖, t− t0)‖,∀t ≥ t0 ≥ 0,∀‖x(t0)‖ < c. (A.11)

Uniformly globally asymptotically stable (UGAS), if and only if inequality (A.11) is
satisfied for any initial state x(t0).

Exponentially stable (ES), if there exist positive constant k, r, c such that the class KL
function β(·) in inequality (A.11) satisfied with

β(r, s) = kre−λs,∀‖x(t0)‖ < c (A.12)

Uniformly globally exponentially stable (UGES), if and only if inequality (A.12) is sa-
tisfied for any initial state x(t0).
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Theorem A.2.6 (Lyapunov Theorem for nonautonomous system)
Let V : [0,∞)×D → < be C1 function such that

α1(‖x‖) ≤ V (t, x) ≤ α2(‖x‖) (A.13)

V̇ (t, x) =
∂V

∂t
+
∂V

∂t
f(t, x) ≤ −W3(x) (A.14)

∀t ≥ 0,∀x ∈ D, where αi(·), i = 1, 2, 3 is class K function defined on [0, r) ∈ <+.
Then equilibrium x = 0 is UAS, if all the assumptions hold globally with r = +∞, and
α1(·), α2(·) ∈ K∞, then x = 0 is UGAS. Moreover, if αi(‖x‖) = ci‖x‖r, i = 1, 2, 3 where
ci, r ∈ <+ and r ≥ 1, then x = 0 is ES, if all assumptions hold globally, then the origin is
UGES.

A function V : [0,∞) × D → < is said to be positive definite if V (t, x) ≥ α1(‖x‖) for
some class K function α1(·), radially unbounded if α1(·) is class K∞, and decrescent if
V (t, x) ≤ α2(‖x‖) for some class K function α2(·) function.

Remark 1 : (globally) exponentially stable equals uniformly (globally) exponentially
stable(UGES), and implies uniformly (globally) asymptotically stable (UGAS).

Remark 2 : it is not necessary to establish uniform convergence for time-invariant,
or autonomous systems since [Hale and Lunel, 1993] (Ch.6, Lemma 1.1) show that,
asymptotic stability implies uniform asymptotic stability.

Similarly, there is counterpart of invariance principle-like theorem for nonautono-
mous sytems, which is called Barbalat’s lemma.

Lemma A.2.7 (Barbalat’s lemma)
Let f(t) be a uniformly continuous function on [0,∞), and assume limt→∞

∫ t
0
f(τ)dτ

exist and is finite. Then f(t) → 0 as t→∞.

By using the sufficient condition of uniform continuous function from Lemma A.1.3,
there is following corollary

Corollary A.2.8 (Corollary of Barbalat’s lemma)
Let ḟ(t) be a double differentiable function on [0,∞), and assume f(t) is finite such

that f̈(t) exists and is bounded. Then ḟ(t) → 0 as t→∞.

A.3 Backstepping technique

Backstepping is a recursive design for systems with nonlinearities not constrained by
linear bounds. This section give a brief review of the backstepping approach for control
design. See [Kokotovic, 1992] and [Fossen and Strand, 1999] for details.
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The key idea of backsteppping is to start with a system which is stabilizable with a
known feedback law for a known Lyapunov function, and then to add an integrator to its
input. For the augmented system, a new stabilizing feedback law is explicitly designed
and proven to be stabilizing for a new Lyapunov function, and so on. To show how
it works, a basic form of the backstepping procedure is explained with a short design
example. Suppose a system to be controlled is given below :

ẋ1 = f1(x1) + x2

ẋ2 = f2(x1, x2) + u

y = x1

(A.15)

where x1, x2 are state variables and u is the control input. Let the design objective be
regulate the output y(t) → 0 as t→ 0.

The idea behind backstepping is to consider the state x2 as a control input for x1 ma-
king the x1 system globally asymptotically stable. By considering the Lyapunov function
V1 = 1

2
x2

1, introduce the control input x2 := α(x1) = −k1x1 − f1(x1) such that

V̇1 = −k1x
2
1 < 0, x1 6= 0 (A.16)

where k1 > 0 is the feedback gain. Since x2 is a virtual control variable for x1, one
defines {

z1 = x1

z2 = x2 − α(x1)
(A.17)

The system (A.15) is then written in terms of these new variables, resulting in{
ż1 = −k1z1 + z2

ż2 = f2(x1, x2) + u− ∂α
∂x1
ẋ1

(A.18)

For the system (A.18), a control Lyapunov function is constructed from V1 by adding a
quadratic term which penalizes the residual error z2 between the virtual control input
x2 and virtual control law α(x1), this suggests that we examine

V2(z1, z2) = V1(z1) +
1

2
z2
2 (A.19)

Differentiating V2(z1, z2) with respect to time yields

V̇2 = −z2
1 + z2(z1 + f2(x1, x2) + u− ∂α

∂x1

(x2 + f1(x1))) (A.20)

To guarantee global asymptotically stability, V̇2 has to be negative definite. This can be
achieved by choosing the control input, u as

u = −f2(x1, x2)− z1 − k2z2 +
∂α

∂x1

(x2 + f1(x1)) (A.21)
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with k2 > 0, yields :

V̇2 = −k1z
2
1 − k2z

2
2 < 0,∀z1 6= 0, z2 6= 0 (A.22)

which means that GAS is achieved at the equilibrium (x1, x2) = (0,−f1(0)).
If u in not the actual control input but a virtual control law consisting state variables,

then the system can be further augmented by proceeding the procedure again. Hence,
the backstepping design can be recursively go ahead until the final actual control input
arrived. This example highlights the key recursive feature of backstepping : the control
Lyapunov function for step k + 1 is constructed as

Vk+1 = Vk + (xk − αk−1(x1, ..., xk−1))
2 (A.23)

where Vk is the k-th control Lyapunov function and αk−1 is the virtual control law which
renders V̇k < 0 for xk = αk−1(x1, ..., xk−1).

In order to apply backstepping technique to a system, it must have a so called lo-
wer triangular form. Systems which have a "strict feedback" form (A.24) is one typical
example falling into this category.

ẋ1 = f(x1) + g(x1)x2

ẋ2 = f1(x1, x2) + g1(x1, x2)x3

...

ẋi = fi(x1, x2, ..., xi) + gi(x1, x2, ..., xi)xi+1

...

ẋn = fn(x1, x2, ..., xn) + gn(x1, x2, ..., xn)u

(A.24)

The recursive procedure is explicit for above system and the global stability can be
derived. In case of more general "pure feedback" form (A.25), the stability result may
not be explicit or global, but a nonvanishing region of stability is still guaranteed.

ẋ1 = f1(x1, x2)

ẋ2 = f2(x1, x2, x3)

...

ẋi = fi(x1, x2, ..., xi+1)

...

ẋn = fn(x1, x2, ..., xn, u)

(A.25)

In (A.24) or (A.25), the recursive design with the system x1 and continuously with x2,
x3, ..., ect. Introducing a change of coordinates during the recursive design process,
z = φ(x) where z = [z1, z2, ..., zn]

T , x = [x1, x2, ..., xn]
T and φ(x) : <n → <n is a transfor-

mation to be interpreted later. The backstepping coordinate transformation is a global
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diffemorphism, if the mapping φ(x) and φ−1(x) are a c1 function on <n, and local if
the inverse transformation φ−1(z) only exists on a subspace of <n. The diffemorphism
characteristics ensures the state vector x has the same stability property with z.

Backstepping technique has two flexibilities :
1) Nonlinear damping : the virtual control law αi is only derived to produce a ne-

gative definite V̇i, which can keep some "useful nonlinearities" (i.e., nonlinear damping
terms) rather than to cancel all system nonlinearities as feedback linearization method
has to do.

2) Easily extensible : the facility with which backstepping incorporated unknown pa-
rameters and nonlinear interval uncertainties (disturbances) contributed to its instant
popularity and rapid application, extended to adaptive backstepping , robust backstep-
ping, etc.



APPENDIX B

Modeling of autonomous underwater
vehicles

In this part, the mathematical model of the autonomous underwater vehicles is in-
troduced for the purpose of designing the motion control system. The comprehensive
description of the model, can be referred in [Fossen, 2002].

In the following parts, the standard SNAME notations in Table 3.1 are used to build
the kinematic and dynamics model of underwater vehicles.

B.1 Kinematics model of AUV

The first time derivative of the position vector η1, is related to the linear velocity
vector ν1 through the following transformation

η̇1 = J1(η2)ν1 (B.1)

The transformation matrix J1(η2) is the rotation matrix from {B} to {I} parameterized
by the vector of Euler anglers, given by

RI
B(η2) = J1(η2) =

 cψcθ −sψcφ+ cψsθsφ sψsφ+ cψsθcφ
sψcθ cψcφ+ sψsθsφ −cψsφ+ sψsθcφ
−sθ cθsφ cθcφ

 (B.2)

where s· = sin(·) and c· = cos(·).
Actually, the linear velocity rotation matrix J1(η2) := RI

B(η2) is usually described by
three rotations about the z, y, x axes subsequently :

RI
B(η2) = Rz,ψRy,θRx,φ (B.3)
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And, J1(η2) is an element in the special orthogonal group of order 3, denoted as SO(3) :

SO(3) = {R|R ∈ <3×3, RRT = RTR = I and det R = 1} (B.4)

Hence, J1(η) is globally invertible and J−1
1 (η2) = JT1 (η2). Furthermore, the derivative of

the rotation matrix is
J̇1(η2) = J1(η2)S(ν2) (B.5)

where S(ν2) is skew-symmetric, that is, S(ν2) = −S(ν2)
T with the expression :

S(ν2) =

 0 −r q

r 0 −p
−q p 0

 (B.6)

The first time derivative of the Euler angle vector η2, is related to the body-fixed
velocity vector ν2 through the following transformation

η̇2 = J2(η2)ν2 (B.7)

where J2(η2) is given by

J2(η2) =

 1 −sφtθ cφtθ
0 cφ −sφ
1 sφ/cθ cφ/cθ

 (B.8)

where s· = sin(·), c· = cos(·) and t = tan(·).
Notice from (B.9) that J2(η2) is not defined when pitch angle θ = ±π/2. In this case,

a four-parameter method rather than Euler angles can be used instead to describe it
[Fossen, 1994]. Nevertheless, most marine vehicles may not operate close to the singu-
larity due to the physical suppression from the metacentric restoring forces.

With (B.1) and (B.7), the kinematics of the marine vehicle in the body-fixed frame
can be written in compact form as[

η̇1

η̇2

]
=

[
J1(η2) 03×3

03×3 J2(η2)

][
ν1

ν2

]
⇐⇒ η̇ = J(η)ν (B.9)

B.2 Dynamics model of AUV

Applying the Newton-Euler equation of motion of a rigid body, it results in the follo-
wing 6-DOF dynamic model of a marine vehicle :

MRB ν̇ + CRB(ν)ν = τRB (B.10)
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where MRB denote the rigid body inertia matrix, CRB denote the rigid body Corio-
lis and Centripetal matrix, the generalized velocity vector in the body-fixed frame
ν = [νT1 , ν

T
2 ]T = [u, v, ω, p, q, r]T , and the generalized external force and moment vector

τRB = [τT1 , τ
T
2 ]T = [X, Y, Z,K,M,N ]T can be written as the sum of four components :

τRB = τH + τE + τ (B.11)

where τH captures the hydrodynamic force and moment resulted from added mass, res-
toring force (due to gravity and buoyancy), nonlinear damping and friction ; τE denotes
the external environmental disturbance force and moment resulted from wind, waves
and currents acting on the vehicle in the body-fixed frame ; τ represents the propulsion
forces and moments.

Combing equations (B.10) and (B.11), with the detailed representation of each com-
ponents in [Fossen, 2002] together, the 6-DOF marine vehicle dynamics is then expres-
sed in the body-fixed frame as follows :

Mν̇ + C(ν)ν +D(ν)ν + g(η) = τ + τE (B.12)

where g(η) is the restoring force and moment vector, M = MRB +MA, C(ν) = CRB(ν)+

CA(ν), and MA and CA(ν) denote the added mass matrix and hydrodynamic Coriolis
and Centripetal matrix, respectively.

The matrices in (B.12) have some intrinsic properties which are useful during control
design.

1. For a rigid body at rest or at most is moving at low speed in ideal fluid, the matrix
M is always constant and symmetric positive definite :

M = MT > 0, Ṁ = 06×6 (B.13)

2. For a rigid body moving through an ideal fluid, the C(ν) can always be paramete-
rized such that it is skew-symmetric :

C(ν) = −CT (ν), ∀ν ∈ <6. (B.14)

The skew-symmetric property of C(ν) implies that

sTC(ν)s = 0, ∀s ∈ <6. (B.15)

3. For a rigid body moving in an ideal fluid, the hydrodynamic damping matrix D(ν)

is real, and strictly positive definite. Furthermore, it can be assumed to be symme-
tric in low speed applications. That is

D(ν) = D(ν)T > 0, ∀ν ∈ <6. (B.16)
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The marine vehicle dynamics can be expressed in the earth-fixed coordinates :

Mη(η)η̈ + Cη(ν, η)η̇ +Dη(ν, η)η̇ + gη(η) = J−T (η)(τ + τE) (B.17)

where

Mη(η) = J(η)−TMJ(η) Cη(ν, η) = J(η)−T [C(ν)−MJ(η)−1J̇(η)]J(η)

Dη(ν, η) = J(η)−TD(ν)J(η) gη(η) = J(η)−Tg(η)
(B.18)

with the assumption that J(η)−1 exists, i.e., θ 6= ±π/2.
Following the same assumption used in the body-fixed representation, (B.17) has

some special properties :

Mη(η) = Mη(η)
T ,∀η ∈ <6, Dη(ν, η) > 0,∀η, ν ∈ <6

sT [Ṁη(η)− 2Cη(ν, η)s = 0,∀s, η, ν ∈ <6
(B.19)

A vehicle is said to be underactuated if it has less number of independent control
inputs than degrees of freedom to be controlled, according to the definition of unde-
ractuated system. In general, suppose that there are m < 6 independent actuaors are
available for underactuated vehilces. If there are no actuators in certain motion compo-
nents, the corresponding elements in the actutaion vector τ are set to be zero.

Hence, the dynamic motion equation of underactuated marine vehicle is different
from the fully-actuated vehicle, as the control vector τ in dynamics equation (B.12)
with underactuation constraints should be rewritten as

τ = [τ1, τ2, ..., τ6]
T , where τi = 0,∀i ∈ {1, 2, ..., 6}, and

m∑
i=1

i <
6∑
j=1

j (B.20)
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RESUME en français et anglais

CONTRÔLE COORDONNÉ DE FLOTTILLE DE VÉHICULES SOUS-MARINS SOUS-ACTIONNÉS AUTONOMES

Cette thése traite de la question du contrôle du mouvement d’engins non-holonomes et sous-actionnés
évoluant de manière coordonnée et autonome. Les différentes approches considérées sont le suivi de
trajectoire (Trajectory Tracking - TT) et le suivi de chemin (path following - PF). Une nouvelle méthode de
contrôle est proposée. Dénommée Path-Tracking (PT), elle permet de cumuler les avantages de chacune
des deux précédentes méthodes, permettant de cumuler la souplesse de la convergence induite par le
suivi de chemin avec le respect des contraintes temporelles du suivi de trajectoire.

L’étude et la réalisation de la commande démarre avec l’étude du cas du robot nonholonome de
type ’Unicycle’ et se base sur les principes de ’Lyapunov’ et de ’Backstepping’. Ces premiers résultats sont
ensuite étendus au cas d’un véhicule sous-marin sous-actionné de type AUV (’Autonomous Underwater
Vehicle’), en analysant les similarités cinématiques entre ces deux types de véhicules. De plus, il est
montré la nécessité de prendre en compte les propriétés dynamiques du système de type AUV, et la
condition de ’Stern dominancy’ est établie de façon à garantir que le problème est bien posé et ainsi
que la commande soit aisément calculable. Dans la cas d’un système marin sur-actionné, qui peut ainsi
effectuer des tâches de navigation au long cours et de positionnement désiré (’Station keeping’), une
commande hybride est proposée.

Enfin, la question du contrôle coordonné d’une formation d’engins marin est abordée. Les solutions de
commande pour les tâches de suivi de chemin coordonné (’coordinated path following’) et de ’coordinated
path tracking’ sont proposées. Les principes du ’leader-follower’ et la méthode des structures virtuelles
sont ainsi traitées dans un cadre de contrôle centralisé, et le cas décentralisé est traité en utilisant certains
principes de théorie des graphes.

Mots-clé : systéme sous-actionné, véhicule de type unicyle, véhicules autonomes sous-marins (AUVs),
suivi de chemin, path tracking, design basée sur Lyapunov, principe de backstepping, contrôle coordonné
de formation

COORDINATED MOTION CONTROL OF UNDERACTUATED AUTONOMOUS UNDERWATER VEHICLES

In this dissertation, the problems of motion control of nonholonomic and underactuated autonomous
vehicles are addressed, namely trajectory tracking (TT), path following (PF), and novelly proposed path
tracking (PT) which blending the PF and TT together in order to achieve smooth spatial convergence and
tight temporal performance as well.

The control design is firstly started from the benchmark case of nonholonomic unicycle-type vehicles,
where the Lyapunov-based design and backstepping technique are employed, and then it is extended
to the underactuated AUVs based on the similarity between the control inputs of two kinds of vehicles.
Moreover, dealing with acceleration of side-slip angle is highlighted, and stern-dominant property of
AUVs is standing out in order to achieve well-posed control computation. Smooth transitions of motion
control from underactuated to fully actuated AUVs are also proposed.

Finally, coordinated formation control of multiple autonomous vehicles are addressed in two-folds,
including coordinated paths following and coordinated paths tracking, based on leader-follower and
virtual structure method respectively under the centralized control framework, and then solved under
decentralized control framework by resorting to the algebraic graph theory.

Keywords : underactuated system, unicyle-type vehicle, AUVs, path following, path tracking, Lyapunov-
based design, backstepping technique, coordinated formation control
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