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Résumé/Abstract: Sea disturbances vary unrelentingly making it necessary for autonomous underwater vehicles (AUVs) to 
continuously adapt their control systems to accommodate such changes. The complexity and dynamics of underwater processes are, 
however, difficult to be described analytically. While adaptive control systems could potentially be used to handle such changes, the 
field of adaptive control faces three main challenges: the dependency on the availability of a priori knowledge of the underlying 
processes; the need for well defined governing equations; and the implementation of these equations on physical systems. In the context 
of the underwater environment, these descriptions are not readily available. The objective of this thesis was to formalize a novel learning-
based adaptive control using deep reinforcement learning and adaptive pole placement control to compensate for the known part of the 
process and to extract information on the unknown part directly from sensors feedback so as to compensate for the unobservable current 
disturbance. In addition, we proposed a novel experience replay mechanism that considers the characteristic of the biological replay 
mechanism. The methods were validated in simulation and in real life, demonstrating the benefits of combining both theories against 
using them separately. Mots clés: Adaptive Control, Deep Reinforcement Learning, Robotics, Underwater Vehicles 
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